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Abstract

Graph decomposition is an important and necessary operation when solving graph-theoretic problems on parallel computers, for instance, from computational fluid dynamics, mechanics, and astrophysics. In this paper, we design and analyze message-passing and shared-memory parallel algorithms that efficiently decompose a planar graph into a number of ears, known as the Ear Decomposition. This decomposition provides a general framework for solving graph problems efficiently in parallel. Our study includes both theoretical analysis and confirmation of the complexity cost using two leading parallel programming paradigms, namely, message-passing (MPI) and shared-memory (SMP) implementations. A catalog of both regular and irregular input graphs are provided to benchmark these algorithms in our empirical study.
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1 Introduction

The efficient parallel solution of many computational problems often requires the invention and use of original, novel approaches radically different from those used to solve the same problem sequentially. Graph-traversal methods are useful mainly because they induce a decomposition of the graph into a structured set of simple components. Depth-first search and breadth-first search are two such methods that have been found to be effective in handling many graph-theoretic problems. However, no efficient parallel implementations of these two methods are known. To compensate for the lack of such methods, the technique of ear decomposition, which does have an efficient parallel implementation is often used [21]. Let $G = (V, E)$ be an undirected graph with no cycles or multiple edges, and let $n = |V|$ and $m = |E|$. Throughout this paper, every path and cycle is simple. We will also assume that the graph $G$ is connected. An ear decomposition of $G$ is a partition of the graph’s edge set into an ordered collection of paths $Q_0, Q_1, \ldots, Q_r$, called ears, such that following properties hold:

- $Q_0$ is a cycle called the root ear.
- Each endpoint of $Q_i$, $(i > 0)$, is contained in any $Q_j$, for $j < i$.
- No internal vertex of $Q_i$, $(i > 0)$, is contained in any $Q_j$, for $j < i$.

If the endpoints of the ear do not coincide, then the ear is open; otherwise, the ear is closed. An open ear decomposition of a graph $G$ is an ear decomposition of $G$ in which every ear $Q_i$, $(i > 0)$, is open. Some observations, which are true for both open and closed ear decomposition, follow from the definitions:

- An edge is contained in exactly one ear.
- A vertex is contained in one or more ears.
- A vertex is an internal vertex of exactly one ear, where we consider the root ear’s internal vertices to be all its vertices.[18]

Whitney first studied open ear decomposition and showed that a graph $G$ has an open ear decomposition if and only if $G$ is biconnected [32]. Lovász showed that the problem of computing an open ear decomposition in parallel is in NC [23, 10].
The main results in this paper are

1. Practical parallel algorithms for Ear Decomposition on distributed- and shared-memory parallel machines,
2. A fast and scalable shared-memory implementation whose performance is best known to the authors, and
3. A methodology for empirically testing parallel graph algorithms using a collection of regular and irregular planar input graphs.

The organization of the paper is as follows. We will first give a sequential algorithm for ear decomposition in Section 2. Section 3 discusses parallel approaches for this problem using the idealistic Parallel Random Access Machine (PRAM) model, and two more realistic paradigms, for message-passing and shared-memory architectures. We experimentally test our algorithms on a variety of inputs, described in Section 4, and offer some conclusions on our results.

2 Sequential Algorithm

In this section, we give a well-known sequential algorithm for ear decomposition [19, 24, 27, 25]. There are five major steps in this algorithm. First, a spanning tree is found for the graph, a root vertex is arbitrarily chosen, and each vertex is then assigned a level and parent using the spanning tree. Next, the non-tree edges are examined and uniquely labeled. Finally the tree edges are assigned ear labels. Fig. 1 shows an example of ear decomposition on a graph with eight vertices. For a graph $G = (V, E)$, Alg. 1 outlines the sequential approach.

![The Original Graph G = (V, E)](image)

![Spanning Tree of G](image)

![Ear Decomposition of G](image)

Figure 1: On the left, we show the original graph $G = (V, E)$, and the spanning tree of the graph $G$. On the right is the ear decomposition of $G$. It is not open ear decomposition because $Q_4$ is a cycle.

The spanning tree $T$ of a graph $G$ in Step (1) can be found in $O(m + n)$ time. Step (2) can be done using the Euler tour technique in $O(n)$ time. In Step (3), LCA($e$) refers to the least common ancestor of an edge $e$. Step (3) can be performed within the asymptotic bounds of Step (1). The label of tree edges can be found in $O(m)$ time. Steps (5) and (6) can be done in $O((m + n) \log n)$ time. Therefore the complexity of the sequential algorithm is $O((m + n) \log n)$, where the number of vertices $n = |V|$ and the number of edges $m = |E|$.

3 Parallel Algorithms

In Section 3.1 we first discuss a parallel algorithm for ear decomposition using the PRAM model [19]. Because of idealistic assumptions in the PRAM model, we find that the PRAM approach does not readily adapt to real parallel architectures. In Sections 3.2 and 3.3, we design more realistic parallel algorithms for the two leading parallel
Step (1): Find a spanning tree $T$ of $G$.

Step (2): Root $T$ at an arbitrary vertex $r$, and compute level($v$) and $p(v)$, for each vertex $v \neq r$, where level($v$) and $p(v)$ are the level and parent of $v$ respectively.

Step (3): For each nontree edge $e=(u,v)$, compute LCA($e$) = LCA($u$, $v$) and level($e$) = level(LCA($e$)). Set label($e$) = (level($e$), $s(e)$), where $s(e)$ is the serial number of $e$.

Step (4): For each tree edge $g$, compute label($g$).

Step (5): For each tree edge $e$, set $Q_e = \{e\} \cup \{g \in T | label(g) = label(e)\}$.

Step (6): Sort the $Q_e$'s by label($e$).

Algorithm 1: Sequential Algorithm for Ear Decomposition.

3.1 PRAM Algorithm

The PRAM algorithm for ear decomposition [24] uses an approach to that of the sequential algorithm but applies concurrent operations whenever possible. We next analyze the complexity bounds of the algorithm using the Concurrent-Read Exclusive-Write (CREW) PRAM Model [19].

Step (1) requires a spanning tree algorithm, which can be found in time $O(\log n)$, using $O(n + m)$ processors. The tree can be rooted and levels and parents found in Step (2) by using the Euler-tour technique after the input representation has been modified to support this technique. Step (3) requires the LCA algorithm and can be performed within the same asymptotic bounds of Step (1).

The labels in Step (4) can be found as follows. For each vertex $v$, let $f(v) = \min \{label(v, u) | (v, u) \in G - T\}$. Let $g = (x, y) \in T$, where $y = p(x)$. Then, label($g$) is the minimum $w$ value in the subtree rooted at $x$. These two substeps can be executed in $O(\log n)$ time. Step (5) involves sorting the edges by their labels. This sort can be performed in $O(\log n)$ time using $O(n + m)$ processors. Therefore the total running time of the PRAM algorithm is $O(\log n)$ using $O(n + m)$ processors. This is an optimal PRAM algorithm since the work (processor-time product) is asymptotically equivalent to the best-known sequential complexity. The PRAM model provides the ideal parallel algorithm for ear decomposition.

Our goal is to design practical, parallel algorithms for ear decomposition that executes efficiently on current high-performance computers. The PRAM model makes several assumptions that may limit the performance of our algorithm on today’s computers. For example, the PRAM model assumes that we have $O(n + m)$ processors (rather than tens or hundreds), and does not charge on algorithm for communication overhead.

In the next two sections, we address these limitations and give ear decomposition algorithms for the message-passing (Section 3.2) and shared-memory (Section 3.3) paradigms.

3.2 Message-Passing Approach

In this section we discuss the message-passing complexity model and present the spanning tree and the ear decomposition algorithms for message-passing.
Complexity Model for Message-Passing

We use a simple model to analyze the performance of our message-passing parallel algorithms. Our model is based on the fact that current distributed-memory hardware platforms can be viewed as a collection of powerful processors connected by a communication network that can be modeled as a complete graph on which communication is subject to the restrictions imposed by the latency and the bandwidth properties of the network. We view a parallel algorithm as a sequence of local computations interleaved with communication steps, where we allow computation and communication to overlap. We account for communication costs as follows.

Assuming no congestion, the transfer of a block consisting of \( m \) contiguous words between two processors takes \( (\tau + \sigma m) \) time, where \( \tau \) is the latency of the network and \( \sigma \) is the time per word at which a processor can inject or receive data from the network. Note that the bandwidth per processor is inversely proportional to \( \sigma \). We assume that the bisection bandwidth is sufficiently high to support block permutation routing amongst the \( p \) processors at the rate of \( \frac{1}{\tau} \). In particular, for any subset of \( q \) processors, a block permutation amongst the \( q \) processors takes \( (\tau + \sigma m) \) time, where \( m \) is the size of the largest block. Such cost (which is an overestimate) can be justified by previous work [20, 5].

Using this cost model, we can evaluate the communication time \( T_{comm}(n, p) \) of an algorithm as a function of the input size \( n \), the number of processors \( p \), and the parameters \( \tau \) and \( \sigma \). The coefficient of \( \tau \) gives the total number of times collective communication primitives are used, and the coefficient of \( \sigma \) gives the maximum total amount of data exchanged between a processor and the remaining processors.

This communication model is close to a number of similar models (e.g. [13, 30, 3]) that have recently appeared in the literature and seems to be well-suited for designing parallel algorithms on current high performance platforms.

We define the computation time \( T_{comp}(n, p) \) as the maximum time it takes a processor to perform all the local computation steps. In general, the overall performance \( T_{comp}(n, p) + T_{comm}(n, p) \) involves a tradeoff between \( T_{comm}(n, p) \) and \( T_{comp}(n, p) \). Our aim is to develop parallel algorithms that achieve \( T_{comp}(n, p) = \Theta \left( \frac{T_{seq}}{p} \right) \) such that \( T_{comm}(n, p) \) is minimum, where \( T_{seq} \) is the complexity of the best sequential algorithm. Such optimization has worked very well for the problems we have looked at, but other optimization criteria are possible. The important point to notice is that, in addition to scalability, our optimization criterion requires that the parallel algorithm be an efficient sequential algorithm (i.e., the total number of operations of the parallel algorithm is of the same order as \( T_{seq} \)).

Spanning Tree

Before describing the message-passing approach for ear decomposition, we will describe the parallel algorithm for the formation of spanning tree. Initially the vertices of the input graph are partitioned evenly among the processors. We find a forest of spanning trees on each processor concurrently and merge the processor subgraphs together to form a single, global spanning tree. The global spanning tree is then broadcast to each processor.

The spanning tree algorithm for message-passing (Alg. 2) is explained in detail here. Each processor runs a depth-first search algorithm and forms a forest of trees (Step (1)). We call each tree a supervertex, which has a unique connected component label across the machine. Each vertex in the supervertex holds the information of its parent and the connected component label to which it belongs. Next, we combine the supervertices into a single spanning tree by iteratively merging the forests on pairs of processors. The straightforward greedy approaches of randomly pairing processors or regular pairwise merging are known to perform poorly [26]. Thus, we use the following heuristic for pairwise merging. A matrix \( M \) is formed (Step (2)) whose entries are such that \( M[i,j] \) represents the number of edges spanning from supervertices on processor \( p_i \) to those on processor \( p_j \), for \( 0 \leq i, j \leq p - 1 \) (and the diagonal \( M[i,i] = \infty \)). After the matrix \( M \) is formed, we find the maximum weight perfect matching among the processors (Step (3)). The objective of the maximum weight perfect matching is to reduce trees into supervertices as rapidly as possible. Also, it is known that maximum weight perfect matching involves
Step (1): On each processor, run the depth-first search algorithm to find the supervertices.

Step (2): Form the matrix \( M[i][j] \), where \( M[i][j] \) represents the number of edges spanning between supervertices on processor \( P_i \) with that of processor \( P_j \).

Step (3): Run the maximum weight perfect matching algorithm and determine the pairs of processors to be merged.

Step (4): Merge the processor pairs determined in Step (3), reducing the number of active processors.

Step (5): Repeat from Step (2) until a single processor is active.

Step (6): Broadcast the spanning tree to each processor.

Algorithm 2: Spanning Tree Algorithm for the Message-Passing Paradigm.

The selection of pairs of processors such that the sum of the entries \( M[i][j] \) for all \( i \) and \( j \) such that processors \( P_i \) and \( P_j \) are paired together, is maximum \([12]\). Using this technique, pairs of processors are merged (Step (4)) during each of the \( \log p \) iterations until there is only a single processor left, holding the entire spanning tree. Finally in Step (6) this spanning tree is broadcast to each processor.

The analysis for this message-passing approach is as follows. In Step (1), depth-first search can be performed concurrently on each processor’s \( n/p \) vertices and takes \( O(n/p) \) time. As previously described, steps (2), (3), and (4) are repeated for \( \log p \) iterations. Let \( k \) be the step number, with \( 0 \leq k < \log p \). In Step (2), we compute one row of \( M \) on each active processor, and use a Regular all-to-all broadcast communication to collect the entire matrix \( M \) on each processor. Computing each row is linear in the number of vertices held by each active processor and takes \( O((2^k)n/p) \). The broadcast takes \( O(\log p(\tau + p\sigma)) \) communication time. In Step (3) each processor solves the maximum weight perfect matching in \( O((\frac{\tau}{2^k})^3) \) for \( \frac{\tau}{2^k} \) elements \([29, 22]\), using the primal dual approach. (Note that our implementation uses the Blossom4 library \([12]\) that takes \( O((\frac{\tau}{2^k})^4)) \). This step involves only computation because each processor has an identical copy of the matrix \( M \). In Step (4) we merge the subgraphs held by the matched processor pairs, so a message of length \( (2^k)n/p \) is sent from one processor to its partner. Thus, Step (4) takes a total of \( O(\sum_{k=0}^{\log p-1}(\tau + 2^k \frac{n}{p}\sigma)) = O(n\sigma + \log p) \) communication time. The broadcast in Step (6) takes a time of \( O(\log p(\tau + n\sigma)) \) because the spanning tree is of size \( O(n) \). Hence, the total computational complexity \( T_{comp}(n, p) = O(n + p^3) \) and the communication complexity \( T_{comm}(n, p) = O(\log p(\tau + n\sigma)) \). Therefore, the total running time for the spanning tree algorithm is

\[
T(n, p) = O(n + p^3 + \log p(\tau + n\sigma)).
\]

Notice that we do not expect this approach to perform well since, the computation and communication complexities do not scale with the number of processors or problem size.

Ear Decomposition

The parallel algorithm for ear decomposition of graph \( G = (V, E) \) on a message-passing platform is given in Alg. 3. We hold a copy of the entire input graph \( G \) on each processor, but initially assign the vertices evenly among the processors.

The analysis of the message-passing ear decomposition algorithm is as follows. The time to construct the spanning tree in Step (1) is given in Eq. (1) in the previous section and takes \( O(n + p^3) \) for computation and \( O(\log p(\tau + n\sigma)) \) for the merging and broadcast communication. The Euler-tour takes linear time in the number of vertices assigned to each processor, and thus, Step (2) takes \( O(n/p) \). In Step (3) each processor sends its tour to every other processors, so it takes \( O(p\tau + n\sigma) \) using a regular all-to-all broadcast. In parallel and using
**Step (1):** Run Alg. 2 to find the spanning tree of G.

**Step (2):** Each processor finds the Euler tour of its assigned vertices.

**Step (3):** The $p$ subtours are broadcast to each processor.

**Step (4):** In parallel, find the level and parent of each vertex using the Euler tour.

**Step (5):** In parallel determine the label of each nontree edge.

**Step (6):** Each processor finds the label of $\frac{np}{p-1}$ tree edges. (Note that processor $p-1$ finds the labels of $\frac{np}{p} - 1$ tree edges)

**Step (7):** Sort the $Q_e$'s by label(e), where for every nontree edge e, $Q_e=\{e\} \cup \{g \in T | \text{label}(g) = \text{label}(e)\}$.

**Algorithm 3:** Parallel Algorithm for Ear Decomposition using Message-Passing.

only local operations, determining the level for each vertex takes $O(n/p)$, labeling the non-tree edges takes $O(m \log n)$, and labeling the tree edges takes $O(n/p)$. Assuming $n \gg p^3$, the total running time of the algorithm is $T(n,p)=O(m \log n + n + p\tau + n\log p\sigma)$. For connected input graphs, we can assume that $m \gg n$, so the term $m \log n$ dominates $n$. Sorting the ears in Step (7) can be done using parallel sorting algorithms [6, 15, 17]. Because parallel sorting is well-studied and is applied here only to sort the final output of ears, we do not include it in our complexity analysis or empirical tests. Hence the total running time of the parallel algorithm is

$$T(n,p) = O(m \log n + p\tau + n\sigma \log p).$$

Thus, as with the spanning tree, we do not expect ear decomposition to be suitable for message-passing since the time complexity does not scale with problem or machine size.

### 3.3 Shared-Memory Approach

In the shared-memory model, processors may communicate information by coordinated accesses to shared memory. While our shared-memory algorithm for ear decomposition is similar to the message-passing approach in that it finds a spanning tree and uses the Euler-tour technique, in fact, the underlying algorithms are quite different. For instance, our algorithms benefit from shared-memory capabilities, elimination of significant communication steps, and faster shared-memory primitive routines. The advantage of shared-memory over message-passing is that information can be accessed concurrently by all the processors by reading a shared buffer in memory instead of broadcasting messages through a data network.

In this section we first describe the shared-memory complexity model, then present the spanning tree and ear decomposition algorithms for the shared-memory paradigm.

**Complexity Model for Shared-Memory**

A symmetric multiprocessor (SMP) architecture primarily consists of several powerful, identical processors and a main (shared) memory with multiple levels of memory hierarchy (e.g., L1 on-chip cache, L2 external cache, and main memory). The processors can access the main memory typically using shared buses or an interconnection network.

We use the SMP complexity model proposed by Helman and JáJá [16] to analyze our shared algorithms. The complexity models used in [1, 2, 4, 31] focus on the relative cost of accessing different levels of memory. On the other hand, a number of shared-memory models [9, 14] have focused instead on the contention caused by
multiple processors competing to access main memory. In the SMP complexity model, we measure the overall complexity of the algorithm by the triplet \((M_A, M_E, T_C)\), where \(M_A\) is the maximum number of accesses made by any processor to main memory, \(M_E\) is the maximum amount of data exchanged by any processor with main memory, and \(T_C\) is an upper bound on the local computational complexity of any of the processors.

The term \(M_A\) is simply a measure of the number of non-contiguous main memory accesses, where each such access may involve an arbitrary-sized contiguous blocks of data. \(T_C\) is represented by the customary asymptotic notation and \(M_A, M_E\) are represented as approximations of the actual values. In practice, it is often possible to focus on either \(M_A\) or \(M_E\) when examining the cost of algorithms.

**Spanning Tree**

The vertices of the input graph \(G\) (held in shared memory) are initially assigned evenly among the processors, and the entire input graph \(G\) is available to all the processors through the shared memory. The spanning tree algorithm is motivated by the PRAM approach [19]. Before describing the algorithm, we first define some helpful operations. Let \(D\) be the function on the vertex set \(V\) defining a pseudoforest. A pseudoforest is defined as a collection of trees. Initially each vertex is in its own tree, and we set \(D(v) = v\), for each \(v \in V\). There are two basic operations performed on the pseudoforest which are defined next.

- **Grafting**: Let \(T_i\) and \(T_j\) be two distinct trees in the pseudoforest defined by \(D\). Given the root \(r_i\) of \(T_i\) and a vertex \(v\) of \(T_j\), the operation \(D(r_i) = v\) is called grafting \(T_i\) onto \(T_j\).

- **Pointer jumping**: Given a vertex \(v\) in a tree \(T\), the pointer jumping operation applied to \(v\) sets \(D(v) = D(D(v))\).

| Step (1): Perform a grafting operation of trees onto smaller vertices of other trees, for all \((i, j) \in E\), if \(D(i) = D(D(i))\) and \(D(j) < D(i)\) then set \(D(D(i)) = D(j)\). |
| Step (2): Graft rooted stars onto other trees if possible. For all \((i, j) \in E\), if \(i\) belongs to a star and \(D(j) \neq D(i)\) then set \(D(D(i)) = D(j)\). |
| Step (3): If all the vertices are in rooted stars, then exit. Otherwise, perform the pointer jumping operation on each vertex \(v\). For all \(i\), set \(D(i) = D(D(i))\). |

**Algorithm 4**: Spanning Tree Algorithm for Shared-Memory.

The spanning tree algorithm for shared-memory (Alg. 4) is as follows. Initially each vertex is in a rooted star. The first step will be several grafting operations of the same tree. The next step attempts to graft the rooted stars onto other trees if possible. In the last step if all the vertices are in rooted stars then exit. If not then the pointer jumping operation is done, and the height of the tree is reduced. The same process is repeated from the first step until all the vertices are in rooted stars. Fig. 2 shows the grafting and pointer jumping operations performed on an example input graph.

Step (1) involves the grafting of trees which can be done in \(O(m/p)\) time, with two non-contiguous memory accesses to exchange approximately \(\frac{2}{p}\) elements. In Step (2) the rooted stars are grafted onto other trees in \(O(m/p)\) time. Step (3) uses pointer jumping on all vertices, so it takes a time of \(O(n/p)\). The three steps are repeated for \(\log n\) times. Note that the memory is accessed only once even though there are \(\log n\) iterations. Hence the total running time of the algorithm is

\[
T(n, p) = O(1, \frac{n}{p}, (m + n)/p, \log n).
\]

The first term \((M_A)\) in the triplet is the maximum number of accesses made by any processor to main memory. The second term \((M_E)\) represents the maximum amount of data exchanged by any processor with main memory. The last term \((T_C)\) represents the upper bound on the local computational complexity of any of the processors.
Figure 2: An example of the grafting and the pointer jumping operations applied on an input graph (top left), and steps of the algorithm (top right, middle left and right, and bottom left and right).

Ear Decomposition

**Step (1):** Run Algorithm 4 to find the spanning tree of \(G\).

**Step (2):** Each processor finds the Euler tour with the assigned vertices.

**Step (3):** Find the level and parent of each assigned vertex.

**Step (4):** For each nontree edges, determine its label.

**Step (5):** Every processor finds the label of \(\frac{n}{p}\) tree edges. (except processor \(p - 1\) which finds label of \(\frac{n}{p} - 1\) tree edges)

**Step (6):** Sort the \(Q_e\)'s by label(e), where for every nontree edge \(e\), \(Q_e = \{e\} \cup \{g \in T | \text{label}(g) = \text{label}(e)\}\).

**Algorithm 5:** Parallel Algorithm for Ear Decomposition on a Shared-Memory Machine.

Our new shared-memory algorithm for the ear decomposition is also motivated by the PRAM algorithm. Given a graph \(G = (V, E)\) in shared-memory, we can find its ear decomposition in parallel using Alg. 5. From Eq. (3), spanning tree formation in Step (1) takes \(O(1, \frac{n}{p}, \frac{m+p}{p} \log n)\). Computation of the Euler tour in Step (2) takes linear time in the number of vertices per processor and hence can be done in time \(O(n/p)\) with \(\frac{n}{p}\) non-contiguous memory accesses to exchange \(\frac{n}{p}\) elements. The level and parent of the local vertices can be found
in $O(n/p)$ time with $\frac{n}{p}$ non-contiguous memory accesses. The label of nontree edges can be found in $O(n/p)$. The label of tree edges can be computed in time $O(n/p)$. Both Step (3) and Step (4) need $\frac{n}{p}$ non-contiguous memory accesses to exchange approximately $\frac{n}{p}$ elements. The ears in Step (6) can be sorted using parallel sorting algorithms [16]. The total running time of the algorithm is $O(\frac{n}{p}, \frac{m+n}{p})$. Since both $M_A$ and $M_E$ are of the same order we can consider any one of them. As $M_A$ is the relatively expensive than the $M_E$, the total complexity of the algorithm is

$$T(n, p) = O(\frac{n}{p}, \frac{m+n}{p} \log n).$$

Notice that our shared-memory complexity $O(\frac{m+n}{p} \log n)$ is optimal and scales efficiently since $T(n, p) = \frac{T^*(n)}{p}$, where $T^*(n)$ is the sequential complexity of ear decomposition (given previously as $O(\frac{m+n}{p} \log n)$.

One of the differences between the shared-memory and the message-passing approaches is the algorithm for the spanning tree formation. The shared-memory approach uses grafting and pointer jumping while the message-passing algorithm uses iterative, pairwise merging to form the spanning tree. The other improvement is the elimination of communication steps in the shared-memory algorithm. For example, notice that Step (3) of Alg. 3 for broadcasting subtours is completely eliminated in the shared-memory algorithm. From our analysis, we expect the running time of the shared-memory algorithm to scale well both with problem size and with the number of processors.

4 Experimental Results

As previously described, there is an increasing gap between theoretically optimal parallel algorithms and those that are efficient in practice. Here we attempt to experimentally validate the performance of our algorithms using a large collection of input graphs that represent classes typically seen in a variety of high-performance computing applications. Our goal is to confirm that the empirical performance of our algorithms is realistically modeled, and to discover efficient and fast techniques for parallel graph algorithms such as the ear decomposition problem. In Section 4.1 we give our collection of input graph generators, Section 4.2 describes the test platforms, and Section 4.3 presents the empirical performance of our algorithms on these machines and analyzes these results.

4.1 Test Planar Input Graphs

In this section, we describe both the regular and irregular planar graph classes (see Table I) that are used in our experimental study. We generate graphs from seven test input classes (2 regular, 5 irregular) that represent a diverse collection of possible inputs. These graphs can be easily generated for arbitrary number of vertices. The classes are defined as follows. The first two classes are regular meshes (lattice RL and triangular RT). The next four classes, irregular graphs, are randomly generated sparse (GA and GB) and dense (GC and GD) planar graphs (as described in the next paragraph). The last graph class generates the constrained Delaunay triangulation (CD) on a set of random points [28].

For the random graphs GA, GB, GC, and GD, the input graph on $n = |V|$ vertices is generated as follows. A pair of uniformly random numbers between 0 and 1 are chosen and used as a two-dimensional coordinate for a vertex in the unit square. This process of generating vertices is repeated $n$ times. A minimum-spanning tree (MST) on the $n$ vertices using Euclidean distances is formed to ensure that the graph is connected. The graph’s edge set is initially set to the edges in the MST. Then for $count$ times, two vertices are selected at random and a straight edge is added between them (and to the edge set) if the new edge does not intersect with any existing edge. Note that while we generate the test input graphs geometrically, the ear decomposition is more general and uses only the vertex list and edge set for each graph.
<table>
<thead>
<tr>
<th>Key</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>RL</td>
<td>Regular Lattice</td>
<td>A simple mesh (of ( \lceil \sqrt{n} \rceil \times \lceil \sqrt{n} \rceil ) vertices) with each vertex connecting to each of its four neighbours, if each exists.</td>
</tr>
<tr>
<td>RT</td>
<td>Regular Triangulation</td>
<td>A regular lattice with an additional edge connecting each vertex to the vertex to its lower right hand, if it exists.</td>
</tr>
<tr>
<td>GA</td>
<td>Random Graph</td>
<td>A sparse randomly-generated planar graph with the value of ( \text{count} = n ).</td>
</tr>
<tr>
<td>GB</td>
<td>Random Graph</td>
<td>Random planar, sparse graph with ( \text{count} = 2n ).</td>
</tr>
<tr>
<td>GC</td>
<td>Random Graph</td>
<td>Random planar, dense graph with ( \text{count} = n^2/2 ).</td>
</tr>
<tr>
<td>GD</td>
<td>Random Graph</td>
<td>Random planar, dense graph with ( \text{count} = n^2 ).</td>
</tr>
<tr>
<td>CD</td>
<td>Constrained Delaunay Triangulation</td>
<td>Constrained Delaunay triangulation of a set of ( n ) randomly-placed points in the unit square.</td>
</tr>
</tbody>
</table>

Table I: Different classes of input graphs.

Notice that in the random planar graphs (GA, GB, GC and GD), the value of \( \text{count} \) is directly proportional to the density of the graph. For example, a count of zero produces an acyclic planar graph with \( n \) vertices and \( n - 1 \) edges. A value of \( \text{count} \gg n \) produces a dense planar graph. Fig. 3 shows some examples graphs with various values of \( \text{count} \).

4.2 Experimental Platforms

We test our message-passing approach on the UNM/Alliance Roadrunner Linux Supercluster, high-performance computing platform at the Albuquerque High Performance Computer (AHPCC). Roadrunner contains 64 SMP nodes (for a total of 128 processors) interconnected by Myrinet, a high-performance gigabit switched network. Each node in the cluster contains dual 450 MHz Intel Pentium II processors with 512MB RAM and 6.4GB hard disk. Our MPI implementation uses the Portland Group C compiler, MPICH-GM version 1.1.2.4 (the Myricom extension of MPICH for Myrinet), Myrinet GM drivers 1.0.4, Redhat Linux 5.2, and the Linux SMP kernel 2.2.10. In our experiments, we are using a single processor per node [8].

Our shared-memory implementation uses the NPACI Sun HPC 10000 Uniform Memory Access (UMA) shared-memory parallel machine at the San Diego Supercomputing Center. The Sun HPC 10000 has 64 UltraSPARC II processors and 64GB of shared memory. Each 400 MHz UltraSparc II processor has 16KB of on-chip direct-mapped data cache and 8MB of external cache. The Sun HPC 10000 runs the Solaris 7 operating system and uses Sun Workshop 6.0 compilers [11].

Our practical programming environment for SMPs is based upon the SMP Node Library component of SIMPLE [7], which provides a portable framework for describing SMP algorithms using the single-program multiple-data (SPMD) program style. This framework is a software layer built from POSIX threads that allows the user to use either already developed SMP primitives or direct thread primitives. We have been continually developing and improving this library over the past several years and have found it to be portable and efficient on a variety of operating systems (e.g., Sun Solaris, Compaq/Digital UNIX, IBM AIX, SGI IRIX, HP-UX, Linux). The SMP Node Library contains a number of SMP node algorithms for barrier synchronization, broadcasting the location of a shared buffer, replication of a data buffer, reduction, and memory management for shared-buffer allocation and release. In addition to these functions, we have control mechanisms for contextualization (executing a statement on only a subset of processors), and a parallel do that schedules \( n \) independent work statements implicitly to \( p \) processors as evenly as possible.
4.3 Empirical Results

The graphs in Fig. 4-7 examine the performance of our ear decomposition algorithms using a variety of problem sizes and machines. Specifically, in Fig. 4 and 5 we plot the execution time of the ear decomposition using MPI and SMP, respectively. In Fig. 6 we compare the two parallel programming paradigms for similar inputs. In Fig. 7 we focus on the shared-memory approach and demonstrate that the practical performance is nearly invariant to the input graph class.

Fig. 4 plots the running time of the message-passing ear decomposition algorithm for a range of problem and machines sizes. We ran experiments with the MPI implementation on problems ranging in size from 256 to 8192 vertices on the Roadrunner Linux SuperCluster using \( p/\text{BP} \) from 1 to 32 processing nodes. Notice that for a fixed problem size, the running time grew as we used more processors to find the ears of the same input graph. This performance characteristic matches our predicted cost given in Eq. (2). Thus, message-passing is not an efficient paradigm for this graph-based problem due to the significant communication overheads in our algorithm.

On the other hand, the theoretic analysis for the shared-memory ear decomposition algorithm given in Eq. (4) shows that a practical parallel algorithm is possible. We experimented with the SMP implementation on problems ranging in size from 256 to 128K vertices on the Sun HPC 10000 using \( p/\text{BP} \) from 1 to 32 shared-memory processors. Recall that for a fixed problem size, we predicted that the shared-memory approach should scale linearly with the number of processors. Clearly, a linear speedup with the number of processors may not be achievable due to synchronization overhead, serial work, or contention for shared resources. In fact, our empirical results plotted in Fig. 5 confirm the cost analysis and provide strong evidence that with the shared-memory paradigm, our algorithm achieves almost linear speedup with the number of processors for a fixed problem size. Furthermore, it is clear that our shared-memory approach is practical and scalable in terms of both the problem and machine size.

In Fig. 6 we plot a direct comparison of the two leading parallel paradigms (MPI and SMP) that we used to implement the ear decomposition problem. In this graph we selected the problem size of 8192 vertices and compare the execution times of the message-passing and shared-memory approaches. In addition, the Sun HPC platform is able to run message-passing codes (using MPI from the Sun ClusterTools package), and thus we have included this performance result as well in our comparison. Note that on a single processor \( (p = 1) \) the algorithms run in approximately the same time. However, as the number of processors is increased, we see performance degradation in the message-passing approach on both the Linux SuperCluster and the Sun HPC platforms. In striking comparison, our shared-memory approach scales very well using the same input.

Finally in Fig. 7 we show empirical data that the running time of our shared-memory ear decomposition algorithm depends on problem and machine size, and is invariant to the class of the input graph.

5 Discussion

In conclusion, we have designed and analyzed fast and practical parallel algorithms for the ear decomposition. We have shown both theoretically and practically that our shared-memory implementation of the decomposition is efficient and scalable on a variety of input classes and problem sizes, and in contrast to the distributed-memory MPI approach, has almost linear speedup on current SMP architectures.
Figure 3: Example regular and irregular planar graphs with $n = 16$ for RL, RT, GA, GB, GC, GD, and $n = 100$ and 1000 for CD. From the top left area are a 4 x 4 regular lattice and a regular triangulation. The next four graphs are irregular planar graphs generated randomly with $count = n, 2n, \frac{n^2}{2}$ and $n^2$. The last two graphs are the constrained Delaunay triangulation of a set of $n = 100$ and $n = 1000$ points, respectively.
Figure 4: Execution time (in seconds) of the message-passing ear decomposition algorithm on the Roadrunner Linux SuperCluster for problem sizes of 256 to 8K vertices on varying machine sizes.

Figure 5: Execution time (in seconds) of the shared-memory ear decomposition algorithm on the NPACI Sun HPC 10000 for problem sizes of 256 to 128K vertices on varying machine size.
Figure 6: Comparision of the running times (in seconds) for ear decomposition on different architectures and paradigms for a fixed problem size (8192 vertices).

Figure 7: Comparision of the running times (in seconds) for ear decomposition with different input graphs for a fixed problem size (8192 nodes) on the NPACI Sun HPC 10000 shared-memory machine.
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