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Abstract

Stochastic flaw formation leading to poor print quality is a major obstacle to the

utility of directed energy deposition (DED), a laser and metal powder-based additive

manufacturing technology for construction and repair of custom metal parts. While

melt pool temperature variability is known to be a major factor in flaw formation,

control schemes to decrease flaw formation are limited by a lack of physics-based

models that fully and accurately describe DED. In this work, a stochastic reachability

analysis with a data-driven model based on thermal images of the melt pool was

conducted to determine the likelihood of violating melt pool temperature constraints.

As validation, the likelihood maps were compared to the true locations of porosities

determined from CT scans of the parts. Additionally, a recurrent neural network

(RNN) was trained to predict porosity locations using melt pool thermal images

without prior assumptions as to the cause of the porosities.
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Chapter 1

Introduction

1.1 Motivation

Directed energy deposition (DED) is an additive manufacturing technology that

is used for the creation and repair of small batch, custom metal parts. Like many

other additive manufacturing (AM) technologies, DED has the potential to expand

design spaces and reduce cost and manufacturing times compared to traditional man-

ufacturing methods for small production runs and prototypes. DED is particularly

appealing for aerospace applications because DED parts can be much larger than

those made with other metal AM processes. Indeed, the first 3D printed orbital

rocket was recently launched [1], made primarily with DED processes. However,

DED printed parts have yet to be widely adopted, mainly due to poor and inconsis-

tent print quality.

Problems with DED part quality and consistency are at least partially due to

the lack of complete understanding of the underlying process-structure-parameter

relationships, contributing to a dearth of control policies [2]. Few physics-based

models exist, and those that do are oversimplified or do not take into account all
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Chapter 1. Introduction

levels of dynamics: melt pool, track-to-track, and layer-to-layer [3]. In addition, flaw

formation in DED printed parts exhibits a high degree of stochasticity [4]. As a

result, machine learning techniques are increasingly being used to learn DED models

from available data [5], [6]. Successful control of DED printing of complex part

geometries will likely only be achieved with improved sensors and a combination of

physics-based and data-driven modeling [3].

Control of the size and shape of the melt pool in DED could allow users to avoid

common defects like lack-of-fusion voids and keyhole porosities that have been corre-

lated with melt pool variability [7]. In this work I explore two data-driven methods

for predicting flaws in DED printed parts, data-driven stochastic reachability anal-

ysis and a recurrent neural network, for potential use in DED modeling and control

applications.

1.2 Background

1.2.1 DED process

According to ISO/ASTM 52900 standards, DED encompasses all AM processes

“in which focused thermal energy is used to fuse materials by melting as they are

being deposited” [8]. As shown in Figure 1.1, DED processes can utilize a variety of

feedstocks and energy sources. This work will refer mainly to laser engineered net

shaping (LENS, a trademark of Optomec), also called laser metal deposition (LMD),

a type of DED in which streams of metal powder carried by a gas are melted at the

focal point of a laser. As the laser and powder deposition focal point moves laterally

across the print bed, the previously molten material cools and solidifies. The metal

part is built up from the substrate one layer at a time, with the melt pool at the focal

point composed of a mix of melted freshly deposited powder and remelted material

2



Chapter 1. Introduction

Figure 1.1: Types of DED printing. This work will focus on LENS, a powder- and
laser-based form of DED. Adapted from [9] (Open Access).

from the prior layer(s). Figure 1.2 gives a visual overview of the LENS process. In

LENS DED, the resulting part is “near net shape”, meaning little or no additional

machining is required to get the part to its final form.

The parts built and repaired with DED tend to be larger and lower resolution

than parts made with related metal AM technologies like powder bed fusion (PBF).

PBF, a metal AM process in which a laser is directed into a container filled with

metal powder, is already used extensively in the biomedical and aerospace industries

[10]. PBF and LENS DED share many of the same processing parameters, including

beam power, scanning speed, layer thickness, beam diameter, and hatch spacing [5].

However, PBF has been studied more thoroughly and has proven easier to model and

control than LENS, in part because PBF doesn’t involve blown powder and carrier

gases.

Besides virtually unlimited size constraints, DED parts have several other advan-

tages over other metal AM processes. DED is much faster and more cost-effective

3



Chapter 1. Introduction

Figure 1.2: Illustration of basic LENS printing concept and terms used in this paper.

than PBF. Unlike metal AM processes like binder jetting and material extrusion,

DED parts can be made fully dense, without gaps between metal particles. LENS

DED also has the unique ability to manufacture components made up of multiple

metal powder feedstocks, the ratios of which can be changed throughout the com-

ponent. These material combinations, combined with custom geometries, may be

lighter and/or stronger than traditional materials [11].

Defects found in DED printed parts include porosities, cracking, poor surface

finish, and delamination from the substrate [11], [12]. In this work I focus mainly on

porosities, as they are often harder to predict and control than other defects. Porosi-

ties can greatly alter material strength and other properties, making the printed parts

unreliable or unusable. The types of porosities seen in DED are lack of fusion porosi-

ties (intralayer) and keyholing porosities (interlayer) (see Figure 1.3). Lack of fusion

porosities are irregular in shape and occur between tracks or layers, or where the part

meets the substrate, due to metal particles not fully melting together. Lower energy

densities due to faster laser scan speeds and lower laser powers can cause parts to

cool more quickly and lack-of-fusion porosities to be more common. In contrast, key-

4



Chapter 1. Introduction

Figure 1.3: Representation of (a) DED porosity defect characteristics for lack of
fusion and keyholing, and (b) intersection of lack of fusion and keyholing porosity
prevalence with respect to energy density. Adapted from [9] (Open Access).

holing porosities are smaller and more spherical in shape, and occur due to trapped

gas in random locations within the part. Higher energy densities create lower cool-

ing rates and can cause metal powder to vaporize and form keyholes. Global energy

density (GED) is thus a good predictor of porosity prevalence and type, and can be

estimated as

GED =
P

dv
, (1.1)

where P is the laser power, d is the laser spot size (diameter), and v is the laser scan

speed [9]. Metal particle size, shape, and uniformity also contribute the occurrence

of both types of porosities.

1.2.2 Learning and control theoretic models of DED

LENS DED has varied process parameters that are sometimes hard to accurately

measure, the major ones being laser power, laser scan speed, laser spot size, powder

feed rate, carrier gas flow rate, clad angle, feedstock properties, and layer dimensions.

These varied parameters and the complex heat transport phenomena involved make

it difficult to model and control the LENS process [9]. Still, physics-based models

do exist, though control research on LENS DED has focused largely on maintaining

5



Chapter 1. Introduction

consistent layer heights in simple, limited cases. For example, Wang et al. (2016)

[13] proposed a nonlinear implicit ODE model for a single printed layer derived

from momentum, mass, and energy balance in the melt pool. Based on this model,

they created a multi-input, multi-output (MIMO) feedback linearization controller

with laser power and scan speed as inputs and melt pool height and temperature as

outputs.

An approach derived from repetitive process control theory that incorporates

dynamics both within a single layer and layer-to-layer was proposed by Sammons

et al. (2018, 2019) [14], [15] to control for layer rippling within a single track wall.

They used powder flow rate λ and standoff height dS as control inputs with a 2D

model of the current bead height h(x, j) at position x, layer j:

h(x, j) =
1

bρ
fµ(dS(x, j)− h(x, j − 1))λ(x, j) ∗ fs(x)

+ h(x, j − 1) ∗ fr(x)
(1.2)

In Equation (1.2) the first line represents the melt pool dynamics and the second line

represents the remelt dynamics. The functions fs, fµ, and fr describe melt dynamics,

powder catchment, and remelt dynamics, respectively, b is the bead width, ρ is the

material density, and ∗ is the spatial convolution operation. The functions fs, fµ,

and fr are experimentally derived. Though it incorporates both in-layer and layer-to-

layer dynamics, this model does not extend to multi-track, complex build geometries,

nor does it take into account thermal effects that contribute to microstructure and

defects in the part.

Hoelzle and Barton (2016) [16] proposed a variation on iterative learning control

for additive manufacturing. Iterative learning control (ILC), a type of nonlinear

repetitive process control, is useful for processes with lots of uncertainty that are

repetitive but may lack real-time feedback, as is often the case with AM processes.

In standard ILC, measurements are locally weighted in time, with data immediately

before and after the current time weighted more heavily than data at distant time

6



Chapter 1. Introduction

points. Hoelzle and Barton proposed a new form of spatial ILC that was derived

from a 2-D spatial convolution instead of the standard 1-D temporal convolution,

and which weights points that are near the current data point in 2-D space more

heavily than those farther away. This approach makes a lot of sense for AM processes

where two data points may be right next to each other in space but very distant in

time. So far this approach has only been applied to ink jet and fused deposition

modeling (FDM), not DED.

It is more common to use machine learning (ML) approaches when modeling melt

pool geometry and predicting defects. Khanzadeh et al. (2017) [6] used self organiz-

ing maps to identify and categorize DED melt pool thermal images with anomalous

geometries that were more likely to correspond to porosities. Their method was able

to accurately predict 96% of porosity locations in the finished part. Akbari et al.

(2022) [5] recently introduced a comprehensive melt pool characteristic prediction

tool called MeltpoolNet. MeltpoolNet contains a variety of ML models (random for-

est, Gaussian process regressor and classifier, support vector regressor and classifier,

Ridge linear regressor, Lasso linear regressor, logistic regression, gradient boosting,

and neural network) that were trained on processing parameters, materials and melt

pool characteristics from over 80 different PBF and DED datasets. Their tool also

contains data-driven system identification methods that allow for direct interpreta-

tion of the relationships between process parameters and melt pool characteristics.

Still, the vast majority of the data used to create MeltpoolNet was from PBF, not

DED processes, and only about 100 of the 2200 data points used were LENS DED,

suggesting that DED remains understudied and not well understood.

7



Chapter 1. Introduction

1.2.3 Stochastic reachability, kernel methods, and neural

networks

Stochastic reachability aims to predict the likelihood that a dynamic, non-

deterministic system will get to a desired target while remaining within safety con-

straints. The reachability analysis performed herein is based on the work of Sum-

mers and Lygeros (2010) [17], who proposed a dynamic programming solution to the

stochastic reachability problem for discrete time stochastic hybrid systems. They

defined two versions of the stochastic reachability problem: first hitting time (FHT),

where the system reaches the target set at any point during a finite time horizon

while remaining in the safe set, and terminal hitting time (THT), where the system

reaches the target set at a pre-defined terminal time while remaining in the safe

set. In this work we use the FHT problem to predict the likelihood of upcoming

porosities, and validate with the true locations of porosities determined via CT scan.

Kernel methods and neural networks are both ML algorithms that can be used

to approximate an unknown function, in this case the unknown DED system dynam-

ics. The stochastic kernel is based on quantifying the similarity between subsequent

time steps, and has a closed-form solution. In this thesis, the stochastic kernel is

used for reachability analysis in the manner outlined by Thorpe and Oishi (2022)

[18]. Similar to kernel methods, neural networks “learn” certain parameters of the

function, but unlike the direct approach used in kernel methods, neural networks

determine these parameters iteratively. We use recurrent neural networks (RNNs)

in our analysis because they maintain a memory of previous time steps, allowing us

to capture the system dynamics. Instead of the target and safety constraints used in

our reachability analysis, we trained our RNNs in a supervised manner using known

8



Chapter 1. Introduction

porosity locations. To avoid confusion when using the word “layer”, neural network

layers will often be referred to as “NN layers”, and layers of the DED printed walls

as “printed layers”.

1.3 Problem statement

The goal of this thesis is to demonstrate the feasibility of two data-driven methods

for predicting defects in DED manufactured parts. If we presume that the porosities

in DED printed parts are the result of a dynamic stochastic process, then predict-

ing the likelihood of porosities at future times can be formulated as a stochastic

reachability problem. If we don’t explicitly model the system as a dynamic process,

but allow for feedback with a RNN, the problem becomes training of a predictor of

porosity formation based on past and present pyrometry data, since hidden states

contain information from arbitrary points earlier in the sequence.

1.4 Contributions

This thesis provides a demonstration of two data-driven methods, stochastic

reachability analysis and RNNs, for prediction of voids in DED printed parts. The

main contribution is in the novel application, as these methods have not previously

been used for porosity prediction in DED. The results presented in this thesis will

be submitted to an AM conference to be determined.

9



Chapter 2

Problem Formulation

2.1 Data collection

Figure 2.1: Data collection process.

Prediction of porosities in DED printed components requires data collected dur-

ing printing, in this case temperature data from a melt pool sensor called a pyrometer

that is commonly installed in LENS machines, as well the true locations of the porosi-

ties in the finished part, here determined after printing via computed tomography

(CT) scan. Initially, I tried to utilize DED pyrometry and CT scan data collected

for prior experiments at Sandia National Laboratories and Navajo Technical Uni-

versity (NTU). However, I soon realized that the existing datasets lacked positional

information necessary for aligning melt pool thermal images to porosities. Namely,

the pyrometry images, as depicted in Figure 2.2, show only the melt pool and the

area immediately surrounding it, and utilize a relative coordinate frame that moves

10
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Figure 2.2: Sample DED melt pool thermal image.

with the print head, without a known transformation to “part-level” coordinates to

register to CT-determined void locations.

To correct this, I traveled to NTU four times to obtain usable data and to better

understand the DED process I was trying to model. All experimental data used

in this thesis was collected at NTU in their fabrication lab. The entire procedure

for collecting said data is condensed in Figure 2.1. Each of the three main machines

involved in the data collection process, the LENS printer, the wire electrical discharge

machine (EDM) used to separate the parts from the substrate so they fit into the CT

scanner, and the CT scanner itself, are complicated, expensive machines that take

a great deal of training and experience to master. I did not have prior experience

with any of these machines, so I am very grateful to the NTU fabrication lab staff

for their assistance and expertise.

Since the quality of the solutions for both neural networks and kernel methods

is largely dependent upon the quality of the data available, informed collection of

data using control sequences that are close to optimal is paramount. The DED parts

printed for data collection were designed as 3 mm x 20 mm x 10 mm (0.1181” x

0.7874” x 0.3937”) rectangular structures called “walls” (see Figure 2.3). I wanted

each part to contain around 20 layers, and operator experience dictated that the

printed layer height be set to 0.02” (0.508 mm), leading to a 1 cm tall part. This

11
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Layer height 0.02 in
Laser scan speed 20 in/min

Laser power 270W to 340W
Laser spot size 0.6 mm (0.0236 in)
Powder feed rate 7.5 g/min

Powder flow dwell time 0 sec
Curve chord tolerance 0.001 in
Seam avoidance offset 0.04 in

Pass overlap 50% (0.0118 in)
Maximum pass overlap 75% (0.0177 in)
Start/stop overlap 50% (0.0118 in)

Fill/boundary overlap 0%
Lead-in/out length 0.001 in

Table 2.1: Relevant DED printing parameters.

design was selected for its simplicity, large number of layers in a small package,

and ease of registration to maintain consistent part-level coordinates for CT scans.

Previously, pyrometry and CT data had been obtained for small cylindrical prints

(“coins”), but their shape made registration impossible. Thin walls, i.e. multiple

stacked single track layers, are commonly used to characterize layer height variation

in DED [12], [14], but would not have provided any in-layer track-to-track insights

and may have been too thin to easily CT scan. The walls were designed in Mastercam

with LENS plugin. The only process parameter that changed between parts was the

control input, laser power, which was varied in increments of 10W from 270W to

340W. Within each layer the boundary was printed before the fill, and the fill was

done in an identical zigzag pattern for each layer. Other printing parameters are

shown in Table 2.1. Parameters were selected based on operator experience.

The walls were printed on NTU’s Optomec LENS 3D Hybrid printer equipped

with an 1076 nm fiber laser (nLight), controlled atmosphere system, powder feed

system, and a melt pool sensor (Stratonics ThermaViz 2-wavelength pyrometer)
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Figure 2.3: DED wall printing process. (a) Part design in Mastercam, (b) SS316
powder feedstock, (c) printing walls, and (d) finished parts ready to be excised with
wire EDM.

mounted on the print head to provide thermal images of the melt pool. The parts

were constructed from SS316 stainless steel powder (READE), a commonly used

material, on a 1” thick stainless steel substrate and oriented as shown in Figure 2.4

(a), with 0.75” between parts and the origin point set at the lower left corner of each

part. This same point was later used as the origin point for CT scans of the parts.

Each wall took about 6 minutes 12 seconds to print.

While printing, the pyrometer captured thermal images of the melt pool with a

30 Hz frame rate. 30 Hz was determined to be an appropriate minimum sampling

rate to capture information relevant to the dynamics of the melt pool and movement

of the print head and based on the following: If the print head is traveling at 20

in/min = 1
3
in/sec and the laser spot size (diameter) is 0.6 mm = 0.02362 in, then

13
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Figure 2.4: Part layout and orientation. (a) Print layout of 8 printed walls on build
plate. The (x,y) origin for the printer is set at the lower left corner of each part
before printing. (b) Layout of EDM excised part for CT scanning showing the first
layer printing start point and direction.

the minimum sampling rate needed to capture subsequent laser spots without any

gaps or overlap between them is 1
3
in/sec ÷ 0.02362 in = 14.11 Hz. This frequency

was doubled to find the Nyquist frequency, 28.22 Hz, which was rounded up to a

nice round 30 Hz.

After printing, the parts and substrate were cleaned with isopropanol, and the

walls were individually cut out of the substrate using a wire electrical discharge

machine (EDM). A portion of the substrate was cut out along with each wall to

preserve the substrate-part interface and part orientation, leaving each wall with its

own 7 mm x 29 mm x 1 mm substrate, shown in Figure 2.4 (b). Each part was then

individually CT scanned to visualize internal flaws, and the radiographs output by

the CT scanner were registered to the wall’s computer-aided design (CAD) file to

maintain consistent part coordinates throughout. This alignment, as well as porosity

analyses and CT scan visualization was done using Volume Graphics Studio software.

A sampling of the graphics generated by Volume Graphics Studio for a single printed

wall are shown in Figure 2.5.
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Figure 2.5: Screenshot of Volume Graphics Studio visualization and porosity analysis
of CT scan for the wall printed at 270 W. Predicted porosity locations are colored
based on porosity volume, and large, unlikely porosities are excluded from future
analysis. (a) Cross section at z = 0.42 mm, (b) cross section at x = 1.56 mm, (c)
cross section at y = 17.67 mm, and (d) 3D view.

2.2 Modeling description

We conceptualized the DED printing process as a stochastic dynamical system,

described for each layer of the part by the difference equation

xk+1 = f(xk,uk,wk), (2.1)
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where the state xk ∈ X is the temperature at time k, the control input uk ∈ U is the

laser power at time k, and wk is the external disturbance process. We interpret the

state as the temperature associated with a discretized section of the printed part, with

a value that is averaged over all pixels within the section. Hence state trajectories

of this dynamical system describe the discrete time evolution of temperature as the

print head moves across a part. We interpret the input as similarly quantized, and

that it takes on a nonzero value when the laser spot impacts a given section of the

part. We have no explicit knowledge of the disturbance process.

One of the major challenges for control, from a dynamical systems point of view,

is that sensing and actuation are co-located. The pyrometer travels with the print

head. This means the measurements can be corrupted by stochastic variability in

laser power and spot shape. Further, pyrometry data is only gathered within a cer-

tain region around the print head, meaning that our measurements are only local to

the actuation. Because measurements for the state and input are described only lo-

cally, we keep track of two coordinate frames: a global, inertial frame that is fixed to

the part, and a local, relative frame that is fixed to the laser head. The relationship

between these two is described by the reference trajectories of the print head.
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2.3 Data manipulation

Figure 2.6: Workflow of data processing and analysis for this thesis. Yellow indicates
software code modified from existing code written by others, blue indicates entirely
custom code.

Figure 2.6 gives an overview of the tasks performed for this thesis after the raw

data collection. A custom Matlab or Python script was written for nearly every

item in this figure, so it should be apparent that the bulk of the work was done in

preprocessing the data.

2.3.1 Establishing inertial reference trajectories

Before the melt pool thermal data could be used in reachability or neural network

analyses, the relative coordinate frame used to capture the data, with the camera

looking down on the melt pool and moving with the print head, had to be converted

to an inertial coordinate frame of the entire printed part. This conversion was com-

plicated by the fact that the DED machine at NTU has no sensors to record the

position of the print head at any given time.
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Figure 2.7: A selection of layer trajectories generated from Gcode with 30 Hz frame
rate. Green circle is the start point, red circle is the end point for each layer.

To solve this issue, the position of the print head at the time each thermal image

was taken had to be inferred from the frame rate and the Gcode commands given

to the printer. Gcode is a common programming language used to direct computer

numerical control (CNC) machines, which in this case contains basic instructions like

inertial coordinates for the print head to travel to at a set speed. A Matlab code was

modified from [19] to convert Gcode generated by Mastercam with LENS plugin to

sets of inertial coordinate points that correspond to the location of the print head

at each time step. This reference trajectory containing the inertial position of the

print head over time was separated into 2D layers, a sampling of which are shown in

Figure 2.7.

2.3.2 Establishing the state space

The discretized state elements xn were defined as the time-dependent tempera-

tures at a set of given locations within each layer of a printed wall. These locations
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were chosen by first dividing the horizontal (xy-plane) cross-sectional area of the wall,

20mm × 3mm = 60mm2, into 10,000 square cells of width 0.07746 mm. The melt

pool thermal images contain 0.014 mm square pixels, making each cell 5.53 pixels

wide. The cell width was rounded up to 6 pixels (0.084 mm) so that images could be

easily translated into cells. Thus each state element was defined as the temperature

average of the 36 pixels in a given cell. The total number of state elements is equal

to the number of cells in one layer of the printed part, 8880. The cells in the 37×240

grid representing one layer of a wall are shown in Figure 2.8. The state elements xn

are numbered to create a state vector x ∈ R8880, starting with x1 at the origin of the

part (bottom left) and increasing n first in the +y direction (up each column) and

then in the +x direction (subsequent columns left to right). The 2D states x were

parameterized by layer to represent the temperature at each discretized 3D location.
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Figure 2.8: Representation of discretized state locations as the center points (red)
of 0.084 mm square cells. Right is a zoomed-in section of the grid on the left. The
state elements are numbered from x1 on the bottom left to x8880 on the top right.

2.3.3 Input trajectories

The reference trajectory points generated from Gcode were then registered to the

nearest discretized state locations. Input trajectories containing the laser power seen

by each cell over time were generated by presuming that each registered reference

trajectory point is the center point of the laser spot at a particular time step. There

are 37 cells centered around each reference trajectory point that are within the laser

spot diameter (0.6 mm) and turned “on” with a given laser power at any given time
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step. All other cells are “off” and set to zero. A representation of a single input

trajectory point is shown in Figure 2.9.

Figure 2.9: Depiction of a single input trajectory point as a discretization of a laser
spot. For each time step, shaded cells are “on” and have the given laser power for
the part, the rest of the cells are “off” and have a laser power of zero.

2.3.4 State trajectories

The thermal “images” taken by the pyrometer are actually sets of temperature

values, one value for each 0.014 mm square pixel, saved in a proprietary Ther-

maViz file format. These were converted to Matlab matrices using code provided

by Anusuya Vellingiri of NTU. The thermal images were cropped to 198x198 pixels

around the melt pool to reduce extraneous data. Although Gcode commands exist

to trigger the melt pool sensor to turn on and off, for example simultaneous with

the laser turning on and off, the setup at NTU did not have such capabilities, which

meant that melt pool sensor recording had to be manually triggered before and af-

ter the printing of each wall. Excess minimum temperature (“blank”) frames were

trimmed from the start and end of each of the 8 image sets (“videos”). Separation of

layers, and removal of frames between layers and between the printing of boundary

and fill where the laser is turned off, had to be done manually because these images

were not simply blanks. Many still showed residual heat, or would “flash” and cover

a single frame with a high temperature due to sensor issues at low temperatures.

Manual frame removal was facilitated by a Matlab code that displayed the frame
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numbers of blank frames along with a set of frames before and after the blank frame

that may require removal, but the ultimate decision of where to slice and what to

excise was up to me. After this time-consuming process was completed, the number

of remaining frames was often not exactly equal to the number of frames in a layer

predicted by the reference trajectory (481 laser-on frames/layer), so frames had to

be added to or removed from the end of the set. I emphasize, this process would have

been much more accurate and efficient if I had been able automatically trigger the

melt pool sensor to record, and especially if the inertial coordinates at which each

image was taken were automatically recorded.

For transformation from relative melt pool image coordinates into inertial layer

coordinates, the center of each melt pool image was presumed to coincide with a

reference trajectory point, which is also the location of a state xc. The 198x198

images with centers thus described could be divided evenly into 6x6 pixel squares

with the center point of the image at the center of one of these squares. The pixels

within each square were averaged to obtain a single temperature value for each cell.

If the center point of the image is the center of the cell corresponding to state xc,

then the cells that contain the image are cells that correspond to states xi, where

i ∈ {c + 240(j − 17) + (k − 17)} and j, k ∈ {1, 2, . . . , 33}, for the portion of the

image that lies within the part boundaries. This mapping procedure is illustrated by

Figure 2.10. States outside the image bounds were set to 1000◦C, an approximation

of the common temperature found at the edges of the melt pool images. A single

state trajectory {xk}481k=0 represents a single printed layer.
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Figure 2.10: Simplified representation of the procedure for mapping images to state
locations. Gold lines are pixel outlines, black are cell outlines. Here the image is
represented as 18x18 pixels (3x3 cells), while in actuality the melt pool images are
198x198 pixels (33x33 cells).

2.3.5 CT scans

The porosity analyses generated by Volume Graphics Studio from the CT scans

can be exported as .csv files containing the size and 3D location of every suspected

porosity in the part, as well as the likelihood of actually being a porosity based on

contrast with the surrounding voxels. Porosities with low likelihoods and porosities

with large volumes that were probably not actually porosities were eliminated from

the list. Porosities were sorted into layers based on the z-position of their center

point. It should be noted that while layer height was assumed to always be the set

value of 0.5 mm, in actuality layer height varies throughout the part due to melt pool

variability and other stochastic processes. The porosity (x,y) center points were then
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registered to the nearest state locations, and all cells within a circle specified by the

porosity radius around these locations were set to 1. All other discretized locations

within each layer were set to 0.
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Methods

3.1 Stochastic reachability

For sets A and B, the set of all elements in A which are not in B is denoted A\B.

For some nonempty set A ⊆ B, denote the indicator function as 1A : B → {0, 1}

where 1A(x) =

1 if x ∈ A

0 if x /∈ A

We consider the system modeled as a Markov control process.

Definition 3.1.1 (Markov Control Process, [20]). A Markov control process is a

3-tuple (X ,U , Q), consisting of:

• A state space X ;

• A control space U ; and

• A stochastic kernel Q : BX ×X ×U → [0, 1] that assigns a probability measure

Q(· | x, u) to every x ∈ X and u ∈ U on the state space X .
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The system evolves from an initial condition x0 ∈ X over a finite time horizon

k = 0, 1, . . . , N , N ∈ N, with inputs taken from a stochastic control policy π.

Definition 3.1.2 (Stochastic Policy). A stochastic policy is a collection

π = {π0, π1, . . . , πN−1}, such that for every k = 0, 1, . . . , N − 1, πk : BU ×X → [0, 1]

is a stochastic kernel from X to U . We denote the set of all stochastic policies as Π.

We model the DED printing process via a Markov control process, where the

pyrometry images in the inertial reference frame are the states, and the laser spot

intensities in the same reference frame are the control inputs. Our goal is to compute

the likelihood that the system will remain within the correct temperature bounds

when the laser is melting a given area. This is because if the system goes outside

the desired bounds, we may create voids. Thus, we seek to compute the likelihood

that the system will remain safe using stochastic reachability, as in [17].

Here, we focus on the first-hitting time problem, which seeks to compute the

likelihood that a system will reach a target set T at some point j ≤ N and remain

within a “safe” set K for all time t < j. In other words, we seek to compute the

probability,

rx0(K, T ) = Pπ
x0
[(∃j ∈ [0, N ] : xj ∈ T ) ∧ (xi ∈ K \ T ,∀i ∈ [0, j − 1])] (3.1)

As shown in [17], we can write the above probability as the expected product of

indicator functions,

rπx0
(K, T ) = Eπ

x0

[ N∑
j=0

(j−1∏
i=0

1K\T (xi)

)
1T (xj)

]
(3.2)

In our case, we define the safe set K to be the entire state space,

K = X . (3.3)

Then, we define the target set T to be a set of undesirable states, in this case time-

varying because the melt pool is moving across the part. When the laser is shining
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on a particular area, we do not want temperature of that area to be less than the

melting temperature of stainless steel 316, which is just under 1400◦C.

T =

{x ∈ X : x < 1400} if within the laser spot at time t

X if outside the laser spot at time t
(3.4)

Thus, we seek to determine the likelihood that the system will reach the “bad” set

T at some point j ≤ N .

However, (3.2) is difficult to compute, especially if the stochastic kernel Q in

Definition 3.1.1 (which captures the dynamics and uncertainty of the process) is

unknown. As shown in [17], we can solve (3.2) as a dynamic program.

Following [17], for a fixed policy π, define the value functions V π
k : X → [0, 1],

k = 0, 1, . . . , N , as

V π
N (x) = 1T (x) (3.5)

V π
k (x) = 1T (x) + 1K\T (x)E[Vk+1] (3.6)

Then, the safety probabilities rπx0
(K, T ) = V π

0 (x0).

In practical terms, this means we are computing the likelihood that the system

will reach a set of “bad” states T at some time j ≤ N while remaining outside T for

all time t < j,

V π
k (x) = 1T (x) + 1T c(x)E[Vk+1] (3.7)

where T c is the complement of T in X .

However, because the stochastic kernel Q is unknown, we cannot compute the

expectations in (3.6). Instead, we use a Python toolbox of kernel-based methods for

stochastic optimal control developed by Thorpe and Oishi (2022) [18] to approximate

the expectations using data. We used data from a single layer of all 8 printed parts to

compute the kernel for this analysis, since using all of the collected data proved too
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computationally intensive. We chose the initial conditions x0 as the actual state of

the system every time step in the first layer of the 270W wall to obtain predictions

spatially distributed over the entire layer. Safety probabilities for each location

were calculated for several short time horizons to visualize the likelihood of future

porosities.

3.2 RNN

Each layer in a neural network (NN) consists of a set of input features and a

set of neurons that transform the inputs with multiplicative weights and additive

biases. Layers will also often have activation functions which impart nonlinearity to

the learned solution, making it possible to simulate nonlinear functions. It is the

weights and biases, also called the network parameters, which are adjusted during

the training of the network. In this case we used backpropagation, a common way to

train multilayer NNs to minimize the mean squared error (MSE) between calculated

and expected outputs. The backpropagation algorithm is described by Hagan (2003)

[21] as follows.

Assume we have a neural network with M layers where the output of layer m is

hm, the external input features are h0 = x, and the output of the network is hM = y.

Wm and bm are the weight matrix and bias vector for layer m, respectively, and

fm(nm) is the activation function for layer m, where the inputs to the activation

function, nm, are called the net input. This notation is illustrated in Figure 3.1.

The gradient of the activation function with respect to the net input for layer m is

represented by the diagonal matrix Ḟm(nm). The true MSE of the network, E, is

approximated as the squared error between the network output y and the predefined

target output t at iteration k,

Ê = (t(k)− y(k))T (t(k)− y(k)), (3.8)
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and the sensitivity of Ê to changes in the net input at layer m is defined as

sm :=
∂Ê

∂nm
. (3.9)

Figure 3.1: An example 3-layer neural network establishing abbreviated notation.

The first step in each backpropagation iteration k is to propagate the inputs

forward through the network:

h0 = x

hm+1 = fm+1(Wm+1hm + bm+1) for m = 0, 1, · · · ,M − 1

hM = y.
(3.10)

Once the output y is obtained, the sensitivities sm are propagated backward through

the network:

sM = −2ḞM(nM)(t− y)

sm = Ḟm(nm)(Wm+1)T sm+1 for m = M − 1, · · · , 2, 1. (3.11)

Finally, the network parameters are updated for iteration k+1 using steepest gradient

descent:

Wm(k + 1) = Wm(k)− αsm(hm−1)T

bm(k + 1) = bm(k)− αsm (3.12)
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where the predetermined parameter α is called the learning rate.

Recurrent neural networks (RNNs) are NNs with feedback layers, where some

outputs are connected back to prior layers as inputs. RNNs can be more powerful

than the traditional feedforward NNs of the type depicted in Figure 3.1 because

they can model temporal behavior. There are many types of RNNs, but one of the

most popular and the one used in this thesis is the long short-term memory network

(LSTM), first introduced by Hochreiter and Schmidhuber in 1997 [22]. LSTMs were

developed to address the vanishing gradient problem present in earlier RNNs, since

their “memory” of past inputs can persist for thousands of time steps. LSTM layers

take the form of an LSTM cell, depicted in Figure 3.2. The input to the cell at time

t is x(t), the cell output is h(t), and the cell state c(t) holds the long-term memory

from past time steps. Within each LSTM cell are 3 “gates” that alter the cell state:

the forget gate determines which information should be removed from the previous

cell state, the input gate combines the current input and past output to determine

what to add to the cell state, and the output gate computes the current output from

the past output and the current cell state and input [23].

Figure 3.2: Components of an LSTM cell. In purple are sigmoid (σ) and hyperbolic
tangent activation functions (tanh), and in yellow are element-wise operations.

We trained two LSTMs whose architecture is depicted in Figure 3.3. The first
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consists of an LSTM layer followed by a fully-connected (linear) layer. The second

has an added convolutional neural network (CNN) layer before the LSTM layer to

help with identifying relevant features in the input pyrometry images. CNNs are

commonly used for image classification, and CNN-RNN combinations similar to the

one implemented here are prevalent in video classification applications. The input

features for the LSTM without a CNN layer were the state trajectories {xk}481k=0 for

a single printed layer, as described in Section 2.3.4. If the first layer of the network

was a convolutional layer, then the state vectors were converted back into 2D images

of the entire printed layer prior to input into the network, and the 2D outputs of the

CNN layer were flattened before being fed into the LSTM layer. After the CNN layer,

a rectified linear unit (ReLU) activation function was implemented to accommodate

nonlinearities, and a max pooling layer was used to downsample and make training

and using the network computationally tractable. In both networks, the final fully

connected layer was followed by a sigmoid activation function to scale the network

outputs between 0 and 1 and to accommodate nonlinearity. The network outputs

were predicted porosity likelihoods between 0 and 1, with target outputs derived

from from CT scans as described in Section 2.3.5.

Figure 3.3: Network architecture overview for (a) LSTM-only, and (b) CNN-LSTM
networks used in this analysis.
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LSTM-only
Learning rate (α) 100
Training epochs 160
Input dimension 8880

LSTM output features 100
Output dimension 8880

CNN-LSTM
Learning rate (α) 100
Training epochs 160
Input dimension 37x240

Convolution kernel 3x3
CNN output features 50

Max pooling 10x10
LSTM output features 100
Output dimension 8880

Table 3.1: Neural network parameters.

The parameters used in the architecture and training of the RNNs are shown in

Table 3.1. The PyTorch library was employed to implement the RNNs. The training

set for each training iteration (epoch) was all 160 printed layers except for one layer,

and the left-out layer was different for each of the 160 epochs. This was done as

an attempt at leave-one-out cross-validation (LOOCV), though it was not actually

LOOCV since it was done during the initial training phase and not as validation.

True LOOCV is done as a validation step after training a ML model by further

splitting a test data set not used to train the model into a new training set and a

single test data point. The model is then trained on the new training set and tested

on the test point, the process is repeated so that all points in the test data set have a

chance to be the test data point, and the average test MSE becomes the test MSE for

the pre-validation ML model. Due to this misunderstanding of LOOCV, validation

could not be performed on the final RNN models because all data was used at some

point during their initial training, leaving no test set.
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Results and Interpretation

The hardware used for this analysis was a laptop with an 11th Gen Intel(R)

Core(TM) i7-1165G7 2.80GHz processor. Programs were written in Visual Studio

Code using Python 3.10.2.

Overall, there were more porosities in the lower layers of the printed parts com-

pared to the upper layers, which seems to mainly be due to the boundary falling

away in the upper layers, giving the walls a tapered shape (see Figure 2.5). There

was not much variability in number, location, and size of porosities across printed

parts for the same layer, which was unexpected, as we were assuming the melt pool

temperature distribution was the main driver of porosity formation in this experi-

ment. However, we also found that the largest number of porosities in the CT scans

were located between the boundary and fill, especially in the first several layers. This

finding suggests that the greatest factor in porosity formation in these parts was ac-

tually the fill/boundary overlap. The lack of overlap between melt pools on the edge

and interior of the printed parts likely created spaces of low energy density, causing

lack-of-fusion porosities [9]. The lack of fill/boundary overlap can be seen in the

printed part design itself in Figure 2.3 (a). Fill/boundary overlap should probably
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be changed from 0% to something closer to 50% in future print iterations. Once

this is fixed, voids caused by stochastic variability of the melt pool should dominate,

and differences in the number of porosities between parts printed with different laser

powers should become more apparent.

4.1 Reachability

The safety probabilities rx0(K, T ) for each location in a printed layer were de-

termined using the 270W state trajectory as initial states x0 so that each safety

probability could be associated with a point in the reference trajectory. Linear in-

terpolation was used to fill in the rest of the locations in the layer that lie within

the convex hull of the reference trajectory. The safety probabilities at the end of a

layer trajectory cannot be reliably established as the they are computed based on

likely subsequent states that lie within the next printed layer. In this case, the end

of the trajectory is always near the (x,y) position (1mm,19mm) (see Figure 2.7), so

predictions near this location should be ignored. The bandwidth of the Gaussian

kernel, σ, dictates how far apart two data points can be and still have significant

overlap in the tails of their kernel functions. Values of σ less than 50 resulted in

undefined likelihoods because our data points, the state vectors, were so different

from each other. Thus, a large σ of 1000 was used in this analysis.
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Figure 4.1: Porosity likelihood maps determined via stochastic reachability analysis
for first printed layer alongside actual porosities from CT scan (far right). Images
used as initial conditions for reachability were from the first layer of the 270W part,
and CT scan porosities are from the same layer. Lighter colors indicate higher
likelihood of reaching an unsafe condition, and therefore higher likelihood of defects,
within the specified number of time steps.

Figure 4.2: Porosity likelihood maps determined via stochastic reachability analysis
for fifteenth printed layer alongside actual porosities from CT scan (far right). Images
used as initial conditions for reachability were from the fifteenth layer of the 270W
part, and CT scan porosities are from the same layer. Red boxes highlight an area
of predicted porosities that match with actual porosities.
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As seen in Figures 4.1 and 4.2, the safety probabilities start out at zero for

almost all locations, and increase monotonically with increasing prediction horizon.

The prediction horizon for the FHT stochastic reachability analysis was set to 10

time steps (1
3
sec), but after 5 time steps the likelihood of reaching the target set

was almost always 1 for all locations, and so predictions past 5 time steps are not

shown. We presume that porosities are likely to form in areas with higher likelihood

of reaching the unsafe target set in the shortest number of time steps. Between

steps 3 and 4, almost all locations go from low porosity likelihood to high porosity

likelihood. We hypothesize that this is due to the large σ value, which could dictate

that any initial state is close enough to the target set to reach it within 3 or 4

time steps. We also see a phenomena in Figures 4.1 and 4.2 of likelihoods streaking

backward in time, which is expected for the first hitting time problem.

In Figure 4.1, none of the predicted porosity locations, shown in yellow at predic-

tion time steps 1 and 2, match up with the actual porosity locations from CT scans

of printed layer 1 of the 270W wall. We can see that most of the true porosities,

at least for this layer, are occurring along the gap between fill and boundary tracks

(see Figure 2.7), but that predicted porosities are all internal. We hypothesize that

this is due to the absence of data points within the fill/boundary gap, and that the

dynamics of observed temperatures are not relevant to the formation of porosities

occurring along a gap between tracks. Figure 4.2 shows the reachability analysis and

true porosity locations at printed layer 15, higher up in the part where the bound-

ary has mostly fallen away and only internal porosities remain, and as expected the

reachability analysis is better at predicting the locations of likely porosities as early

as the 1-step prediction.

36



Chapter 4. Results and Interpretation

Figure 4.3: Depiction of training MSE over training epochs for the LSTM-only and
CNN-LSTM algorithms discussed in this work. Sharp valleys in this plot likely
correspond to epochs where an outlier layer was left out of the training set.

4.2 RNN

NN
Accuracy

(training MSE)
Training time Training data

LSTM-only 0.0178 hours
160 printed layers,
481 images/layer

CNN-LSTM 0.0168 days
160 printed layers,
481 images/layer

Table 4.1: Scale of NN training.

Overall, the RNNs trained in this experiment were able to predict the true loca-

tions of porosities fairly well, and certainly much better than the reachability analysis

did. The LSTM-only model trained as described in Section 3.2 for 160 epochs had a
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final average training mean squared error (MSE) of 0.0178. The CNN-LSTM model

similarly trained got down to an average training MSE of 0.0168. A comparison of

training errors over all training iterations is shown graphically in Figure 4.3, and a

summary of the training scale and relevant results in Table 4.1. The CNN-LSTM

model took significantly longer to train (days) than the LSTM-only model (hours)

for limited benefit in terms of MSE. The MSE of the CNN-LSTM model appears to

still be slowly decreasing in MSE at epoch 160, indicating that the learning rate was

set correctly, and that further training may slightly improve these results. The MSE

for the LSTM-only model stagnates quickly after the first few epochs, indicating that

the learning rate might be too high. However, decreasing the learning rate from 100

to 10 after the first 160 epochs and training for another 160 epochs did not cause

any decrease in MSE for the LSTM-only model.

As an example, predicted results for layer 2 of the 340W wall are shown in Figure

4.4. This figure provides visual confirmation that the probable porosity locations

given by both RNNs are indeed well aligned with the true porosity locations. Com-

pared to the CNN-LSTM model, the LSTM-only model seemed to have larger uncer-

tainty in size and location of porosities, as evidenced by the larger lower-likelihood

areas in its prediction. In Figure 4.5, the additional example of CNN-LSTM pre-

dicted results for layer 8 of the 300W wall serves to demonstrate the accuracy and

variety of prediction outputs for different printed layer melt pool sequence inputs.
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Figure 4.4: Predicted porosity likelihoods using both RNNs, tested on part layer 2
of the 340W wall. MSE for this data point went from 0.25 before training to 0.0122
after training using the CNN-LSTM algorithm and 0.0130 after training using the
LSTM-only algorithm.

Figure 4.5: Actual versus CNN-LSTM predicted porosities for layer 8 of the 300W
printed wall.
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Conclusions

Additively manufactured parts tend to have more consistency and materials re-

liability issues than traditionally manufactured parts, and this is especially true for

DED. This work introduced two possible data-driven, dynamics-focused methods for

flaw prediction in DED printed components; stochastic reachability and RNNs. As it

stands, the reachability analysis based on melt pool observations did not provide as

many accurate insights into porosity formation as the RNN, but this method should

not be ruled out yet. Tweaking the reachability problem formulation, for example

establishing a better target set of unsafe conditions, changing the value of the ker-

nel bandwidth σ, or changing to the terminal hitting time problem may drastically

change these results. LSTM RNNs with and without convolutional layers, trained

on melt pool images with CT scan porosity locations as labels, showed promise in

anticipating the regions of porosity present in individual printed layers. This work

could help inform future additive manufacturing solutions by providing a metric of

part quality without the use of long, expensive CT scans or destructive character-

ization methods. Importantly, since melt pool data is collected real-time while the

part is printing, it could allow future DED control strategies to predict upcoming

porosities and correct printing parameters such as laser power before the porosity
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occurs.

There are several areas where this research could be improved upon and extended.

Accuracy and efficiency of data collection could be greatly improved by the additions

of a position sensor on the print head, or another way to export the print head’s cur-

rent position in real-time, and a trigger for the melt pool sensor to start or stop

recording based on the laser status. Placing a small registration mark at the origin

of each part that is visible after CT scanning, for example with a contrast ink, could

help facilitate accurate alignment for a consistent spatial reference frame. Modeling

the laser spot based on a measured laser power intensity distribution instead of a

3D step function could provide a more accurate input for reachability analysis. Lack

of standardization in data collection and a shortage of publicly available datasets is

perhaps largest obstacle to effective data-driven process control for many types of

AM [24], but especially for DED. Robust ML algorithms will need large, standard-

ized datasets for training and validation if they are ever going to generalize beyond

the narrow, specific cases of the type presented in this thesis. The National Insti-

tute of Science and Technology’s (NIST) additive manufacturing material database

(AMMD), launched in 2017, attempts to remedy this by providing a reference data

structure and repository of datasets [25], however it remains quite sparse, and a

quick search for DED yields no results. Continued work on this project may involve

incorporating publicly available data, if amenable data can be found, and uploading

experimental datasets to databases like AMMD.

Future work should include refinement of the neural network structures by opti-

mizing parameters such as the learning rate, number of neurons in the LSTM hidden

layer, and number of CNN output features. Adding a second set of convolutional

and max pooling layers to the CNN-LSTM network could help with recognizing finer

melt pool features, or adding a dropout layer could help the network to generalize

better when faced with data it’s never seen before. Additional image processing to
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eliminate extraneous information outside of the melt pool may also improve ML algo-

rithms. Similarly, full exploration of the reachability analysis parameters should be

performed before ruling out this approach. Modifying the safety and target datasets,

adding more data used to calculate the kernel, and changing the kernel bandwidth

σ are among the unexplored possibilities. As for control, spatial iterative learning

control (SILC) of the type proposed in [16] seems promising for AM applications

and has yet to be applied to DED processes. Ultimately, finding a way to integrate

physics-based models of the dynamics at various temporal and spatial scales with

data-based models of uncertainty seems like the most promising route for potential

breakthroughs in control of DED.
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