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EVALUATION OF THE DYNAMIC VISION SENSOR’S PHOTORECEPTOR

CIRCUIT FOR INFRARED EVENT-BASED SENSING

by

Zinah M. Alsaad

B.S. Electrical Engineering, University of New Mexico, 2022

M.S. Electrical Engineering, University of New Mexico

ABSTRACT

For space surveillance applications, neuromorphic imaging is being studied

as it may perform sensing and tracking tasks with less power and downstream

datalink demand. The read-out of the event-based camera is made to only be

sensitive to changes in the signals it receives from the photodetector, which results

in a datastream of events indicating where and when changes in illumination

occur. This is in contrast to the conventional framing camera, which produces

images by essentially counting the electrons produced by light incident on each

pixel’s photodetector. These cameras are commercially available with silicon-

based detectors for applications involving visible wavelengths. However, much

more research is needed before the event-based read-out can be effectively used

with smaller bandgap photodetectors to increase the utility of event-based sensing

into the mid- and long-wavelength infrared.
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The photoreceptor stage is the main part of the event-based read-out circuitry

that interacts with the photodetector. To evaluate the performance and limita-

tions of using pixel circuitry for longer wavelength infrared detection, DC and AC

characterizations of the event-based sensor photoreceptor circuit are conducted

as a function of mid-wave infrared detector parameters. Detailed analysis of the

circuit provides insight into the sensitivity of the photodetector bias stability, the

temperature-dependence of the dynamic range, practical constraints to the dy-

namic range that emerge with the use of longer-wavelength photodetectors, and

bandwidth dependence on the input photodetector current. The purpose of this

study is to develop a fundamental event-based sensing circuit that is tailored for

mid-wave infrared photodetection. This will allow for the characterization of pro-

totype mid-wave event-based sensors and enable the evaluation of which mid-wave

infrared detector properties significantly impact the event-based sensor’s perfor-

mance characteristics.
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1 Introduction

Conventional frame-based sensor technologies have dominated the space-based

sensing industry for decades. While traditional CCD/CMOS sensing technologies

are highly effective at extracting information from data composed of sequential

image frames, this methodology presents issues and constraints. For example, the

resolution of higher-speed temporal information in the scene necessitates higher

frame rates. This results in correspondingly higher data communication capac-

ity requirements which already exceed 1 GB/s for an 8k × 8k focal plane array

with a 16-bit message size operating at even a modest frame rate of 10 Hz [1].

To use a frame-based camera for target tracking applications, all of the frame

data must be processed to maintain continuous scene monitoring, taxing satel-

lite communication bandwidth, and on-board power resources processing what

is often highly redundant information (that is, information that is not changing

with time). The negative impacts of tracking operations within the frame-based

imaging paradigm will only continue to rise with increasing spatial and temporal

resolution requirements [2]. However, in mission areas where only the dynamic

scene information is of interest, the inherently compressed data and high dynamic

range of an event-based sensor (EBS) may better serve this role in an ever-growing

and interconnected sensing network.

The fundamental EBS pixel design consists of three main stages: photo-
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receptor, differentiating circuit, and two comparators. Similar to the human eye,

the photo-receptor stage is the first stage of the circuitry that logarithmically

compresses the input current by introducing a load resistance through a MOS-

FET (Metal Oxide Semiconductor Field Effect Transistor) [3], in each pixel to

then be differentiated with respect to the last value that triggered an event. This

change of illumination enters the final stage to be compared to positive and neg-

ative contrast threshold values and turned into true or false events, should one of

the thresholds be met [4].

While interest in using event-based sensors in the space domain is growing, a

key technological obstacle to their adoption for many applications is the spectral

response of their pixel’s photodetector, which is silicon-based in all commercially-

available EBS cameras to date and thus limited to detecting in the visible and

near-infrared. This study extends the utility of EBS to longer wavelength ap-

plications; the functionality of the standard 3-stage EBS pixel unit cell must be

analyzed, starting with the stage that directly interacts with the photodetector el-

ement; the photoreceptor is analyzed for mid-wave infrared (MWIR) event-based

sensing by simulating the photoreceptor stage output for III-V MWIR detector

parameters, and examining the limitations of the circuitry. For example, unlike

diffusion-limited silicon photodiodes where increasing the reverse biasing voltage

has near-zero effect on the dark current [12], longer wavelength IR detectors can be

much more sensitive to bias voltage variations [13], introducing a potential source
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of feedback in the circuit. Instability in detector bias could produce a variation

in voltage at the output of the photoreceptor stage and potential false-events if

the circuit is not designed with the characteristics of the photodetector in mind.

Additionally, the magnitude of dark current in a mid-wave infrared (MWIR) de-

tector is substantially larger than that of a Si detector, necessitating operation

at lower temperatures. Lower temperature operation increases the maximum po-

tential dynamic range of the EBS; however, the detector’s dark current would

ultimately set a practical limit to the dynamic range. Understanding the limi-

tations of the EBS pixel design will provide insight into the relevant figures of

merit of the circuitry for infrared applications, how the design can be modified to

accommodate requirements best, and the fundamental performance limitations in

this implementation of the unit cell.
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2 Background

2.1 Event-Based Sensors

Event-based sensors (EBS) provide a low pixel rate mismatch, wide commu-

nication bandwidth, and low latency [3] by having each pixel asynchronously re-

spond to the change of illumination levels with respect to background illumination,

essentially imitating biological vision. While sensing technologies have become

highly effective at extracting information from sequential scene frames, the na-

ture of this methodology presents many issues and constraints. The limitations,

such as communication bandwidth and power consumption, are all due to the

continuous computation and processing of incoming data even for a static scene.

Efforts to reduce these limitations by minimizing incoming data are pushing us

towards low power and wide dynamic range event-based imaging.

Figure 1 plots the incoming data-stream from an EBS camera (solid line) send-

ing an approximate 10 Mb/s of data for a 720 x 600 video, in comparison to a

frame based camera (dashed line) which produces 1187 Mb/s for the same video.

The difference of the amount of data produced in this example demonstrates the

impact of using EBS over other conventional imaging forms. This difference dras-

tically reduces computational requirements, bandwidth, and power consumption.
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Figure 1: Conventional vs Event-Based Datastream, showing the data produced

by each imager as a function of time for the same 720 x 600 video. The figure is

used with permission of Julie V. Logan
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2.2 Infrared Detectors

Infrared detectors used in space must meet a unique set of performance stan-

dards than those used elsewhere.This stems from their low photon irradiance

environment, requiring low dark current and noise equivalent irradiance, both of

lower temperature operation. Due to the depletion dark currents coming from

the absorbing material, barrier infrared detectors perform better for mid- to long-

wavelength infrared sensing [15]. In this study, an nBn mid-wavelength infrared

detector response is used as an input for the EBS circuitry.

Figure 2 plots the dark current density of a 5.5 µm cutoff nBn infrared detector

at temperatures ranging from 80K to 100K to illustrate the importance of tuning

the photoreceptor circuit for the characteristics of the MWIR photodetector. The

0.2 V reverse bias operating point indicated on the black curve is selected to yield

the lowest shot noise equivalent irradiance at 130 K [10], and the magnitude of

dark current density at this voltage 2.1 µA/cm2, which is near the median value

for these detectors based on measured data on nBns and within a factor of 3× of

the Rule 07 [9] expectation indicated by the horizontal black solid line.

Capacitance vs voltage measurement is considered to be a reliable method in

extracting the doping profiles in devices [16]. Additionally, the values make a

significant impact on EBS performance metrics such as bandwidth which will be

discussed in section 5.2. Fig. 3 plots the capacitance density of a 5.5 µm cutoff
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Figure 2: Dark current density shown at temperatures ranging from 80K to 300K

for a MWIR photodetector with a 5.5 µm cutoff. Dark current density curve

at the detector operating temperature 130K (black curve) with the optimal bias

indicated illustrating the variation of the dark current magnitude as the detector

bias VDET changes [10].
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infrared detector to illustrate how the change of capacitance occurs as a function

of voltage bias for an nBn detector.

Figure 3: Capacitance density for a MWIR photodetector with a 5.5 µm cutoff

shown for a 10 µm pitch device to demonstrate the change of capacitance as a

function of voltage bias [10].

2.3 IR EBS Circuit

There are two unique configurations in which the detector may be connected

to the photoreceptor, one in which the detector is thermally-connected to the

photoreceptor and another in which the detector is not thermally connected to

the photoreceptor. The former case is representative of the conventional focal
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plane array hybridized on a read-out integrated circuit. At the same time, the

latter might be the case in a hypothetical EBS test station where a single-element

detector operates in a cryogenic Dewar, with its current outputs routed to the

photoreceptor circuit outside of the cryogenic environment. Both scenarios will

be analyzed here.

Suppose the 5.5 µm cutoff detector material from [10] is hybridized to a 10

µm pixel pitch read-out integrated circuit with an EBS unit cell utilizing this

basic photoreceptor implementation. The resulting EBS camera would operate

with both the detector and photoreceptor elements at 130 K. The dark current

density data in Fig. 2 indicates that the detector dark current would be 2 pA for

this pixel pitch at 130 K. The purple curve in Fig. 2 represents the photoreceptor

response at 130 K which shows that under low-light conditions, the 2 pA dark

current level will hold the photoreceptor output at about 2 V. Despite the higher

dynamic range potential of lower temperature operation, the MWIR detector’s

dark current ultimately puts a practical limit on the dynamic range of ∼ 140 dB.

Alternatively, one may evaluate larger-sized variable-area detector arrays as

prototype EBS’s using a conventional cryogenic detector test station. The detector

output signals (dark current plus photocurrent) are routed to an external circuit

implementing the photoreceptor, which may be at any other temperature. In

this scenario, device sizes may range from 100 to 1000 µm square mesas, and

the detector may be evaluated as a function of temperature to characterize its
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performance as a prototype EBS. As seen in Fig. 2, varying the temperature from

80 to 250 K can result in in >7 orders of magnitude change in dark current. For

the detector material considered here, the smallest (100 µm side-length) devices

would yield dark current levels of 10 pA, while the largest (1000 µm side-length)

devices would yield dark current levels of 1 nA. An external circuit implementing

the photoreceptor, differencing, and comparator stages could likely be operated

at room temperature for basic prototype MWIR EBS characterizations. With

increasing temperature, dark current levels would increase, making the smallest

devices most useful for probing the high-temperature operational conditions of

the detector.

2.4 Subthreshold Conduction

When the gate-source voltage of a MOSFET is lower than the threshold volt-

age required to fully turn on the transistor, a small amount of current can still pass

through the transistor, this is known as subthreshold conduction. This happens

due to carriers (electrons or holes) diffusing through the channel region under

the influence of a weak gate-source voltage from the source to the drain. The

subthreshold conduction rises exponentially with decreasing gate-source voltage

and is strongly influenced by temperature and device geometry. The subthreshold

swing, which is the change in gate-source voltage necessary to increase the sub-

threshold current by one decade, is frequently used to describe the subthreshold
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current, an important parameter for low-power circuit design.

Both analog and digital designers are particularly interested in the MOSFET

sub-threshold regime. This operating region, has a very high transconductance to

current ratio, which makes it a particularly productive operating region [17]. A

logarithmic function represents the drain current response, hence using weak in-

version as the transistor responsible for the logarithmic compression of the signal.
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3 Pixel Circuit Operation

3.1 Basic Operation

The standard commercial off the shelf EBS camera uses a pixel unit cell cir-

cuit design which consists of three basic stages: (1) photoreceptor; (2) differenc-

ing; and (3) comparator in order of the signal path, as shown by the abstracted

schematic from Fig. 4. In the photoreceptor stage, the current produced in the

photodetector (photocurrent and thermally-generated dark current) is logarithmi-

cally compressed and amplified through a MOSFET [3] transistor load operating

in weak inversion. In the second stage, the logarithmic photovoltage produced by

the first stage is then differenced with respect to the last value that triggered an

event. This difference voltage, a signal quantifying the change of illumination or

temporal contrast, enters the final comparator stage to be compared to positive

and negative contrast threshold values, producing positive or negative events, re-

spectively, at the output of the comparator stage, which is then reported off-chip

using address-event representation. In this way, the pixels of the EBS produces

data independently of one another, and any given pixel only produces data when

the region of the scene it views is evolving [4]. For a static scene, a minimum

volume of data is still produced due to background activity, which is a function of

the noise due to detector photo- and thermal dark current relative to their median

values.
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Figure 4: Abstract schematic showing the three basic stages of the EBS pixel

circuit; photoreceptor stage with input from the detector and output at VOUT ,

differencing stage with input from the previous stage and an output of VDIFF ,

and comprator stage with input from the previous stage and an two outputs (ON

and OFF) corresponding to events

Figure 5 plots the basic EBS pixel circuit response at all stages using an ex-

pected curve shape for input photocurrent (damped sinusoidal wave). Though the

shape of the two curves is similar, the logarithmic compression from the photore-

ceptor causes the difference in magnitude between Fig.4-a and b, which is then

differenced to the previously triggered value resulting in the several peaks with an

upper and a lower bands of ON and OFF contrast thresholds. Should the crossing

of the horizontal contrast thresholds occur, the signal gets triggered as indicated

by the red vertical lines in Fig.4-d.
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Figure 5: EBS pixel circuit stage response. (a) Example damped sine wave serving

as an input to the circuit. (b) logarithmically compressed signal at the output of

the first stage. (c) Output voltage from the differential amplifier stage with upper

and lower bounds corresponding to ON and OFF levels. (d) Initial signal with its’

ON and OFF events (where VDIFF ) reached the ON or OFF threshold condition

represented by the horizontal dashed lines. Figure used with permission of J. V.

Logan
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3.2 Detection Stage: Photoreceptor

As mentioned in the previous section (3.1), the photoreceptor is the only stage

that receives the signal directly from the photodetector. Additionally, it is in

charge of the signal’s logarithmic compression, while the subsequent stages are

utilized to process the signal as it exits the first stage as shown in Fig.5c and d,

making the photoreceptor stage the detection stage. Understanding the limita-

tions of the photoreceptor design allows us to determine the figures of merit of the

circuitry for infrared applications and how the design can be modified to better

match the requirements.

The remaining sections of this study will focus on finding and optimizing

the photorecptor’s dynamic range and bandwidth. In addition, determine the

limitations of the circuitry caused by the photoreceptor circuit. The EBS pixel

circuit implementation with the photoreceptor stage (red stage) shown in Fig. 6

will be analyzed in the following sections.
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Figure 6: Schematic shows the three fundamental stages of the EBS pixel circuit

using a basic implementation
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4 DC Analysis

Similar to the human eye, the circuit’s first stage is the photoreceptor, the fun-

damental mechanism for this stage of the circuit is that the current generated by

the detector IDET , is converted to voltage VDET , through the high-gain inverting

trans-impedance amplifier (shown in Fig 7 With a Photon flux-dependent current

from the photodetector as the input and a supply voltage of VDD) An N-type

feed-back MOSFET MFB operating in sub-threshold conduction (also referred to

as weak inversion) compresses the voltage to the output node VOUT to then serve

as input to the differentiating stage.

Figure 7: Simplified version of the basic implementation of photoreceptor circuit

using transistor MFB operating in subthreshold conduction with a feedback am-

plifier

Assuming that the MFB transistor branch remains in the subthreshold regime

17



and the feedback configuration shown in Fig. 7, two expressions can be obtained

to represent the relationship between nodal voltages:

IDET = Io · e
(
VOUT−VDET−VTMFB

nkT
q

)

VOUT = VPH(−A)

(1)

Solving the system of equations in (1), the result becomes

VOUT (1 +
1

A
) =

nkT

q
ln(

IPH

Io
) + VTMFB

(2)

This expression indicates that the output voltage is proportional to the natural

log of IPH , which generates the log response for EBS. The equation also shows

that for a high amplifier gain (∼infinity), VOUT becomes only dependent on the

feedback transistor and its threshold voltage VTMFB
.

Figure 8 shows the basic implementation of the photoreceptor stage circuit

[4] [6], which (for this analysis) uses a 1.1 V voltage supply VDD for the M1

transistor branch, a 350 mV voltage supply VDFB for the MFB transistor branch,

and an ideal current source IPR for tuning the circuit’s operating condition. The

primary function of the biasing current IPR is to provide an independent means of

adjusting the nodal voltage VDET , establishing the photodetector bias condition,

and maintaining the M1 transistor branch in the saturation region.

The fundamental function of the photoreceptor stage in the EBS pixel unit

cell circuit is to convert the photodetector current IDET to a logarithmically-

18



Figure 8: Basic implementation of the stage 1 photoreceptor circuit in an event-

based sensing pixel unit cell. When operated with MOSFETs M1 in saturation

and MFB in subthreshold conduction, the photodetector current IDET at detector

operating temperature is converted to a logarithmically-compressed voltage at

VOUT .
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compressed voltage at VOUT [5]. An n-type feedback MOSFET MFB operating

in subthreshold conduction acts to convert the current IDET to a logarithmically-

compressed signal at the output node VOUT , to then serve as input to the differ-

encing circuit in stage 2 that would follow in the full EBS pixel unit cell.

4.1 Analytical Modeling

4.1.1 Dynamic Range Derivation

This section derives the dynamic range of the photoreceptor circuit, under the

conditions thatMFB stays in subthreshold conduction andM1 stays in saturation.

For MFB to operate in subthreshold conduction, it must be the case that its gate-

source voltage VOUT − VDET is less than its threshold voltage VtFB. Similarly, for

M1 to operate in saturation, it must be the case that the product of its drain-source

voltage VOUT and its ideality factor n1 exceeds its gate-source voltage VDET minus

its threshold voltage Vt1, and that quantity VDET − Vt1 is greater than zero [11].

These requirements are expressed in (3).

VOUT − VDET < VtFB

n1VOUT > VDET − Vt1 > 0

(3)

Under the assumptions in (3), the circuit in Fig. 8 can be solved analyti-

cally. The current IPR passes through the drain-source channel of transistor M1,

governed by (4), which carries a weak dependence on VOUT due to the velocity

20



saturation factor in square brackets and the channel length modulation factor λ.

IPR = γ1(VDET − Vt1)
2(1 + λVOUT )

[
1

1 + (VOUT

EcL
)

]
(4)

The factor γ1 contains the effective mobility of the channel µeff1, gate oxide

capacitance Cox1, and the ratio of the channel width to length
(
W
L

)
1
of M1 as

detailed in (5).

γ1 =

(
µeff1Cox1

2n1

)(
W

L

)
1

(5)

Rearranging (4) to solve for the photodetector voltage VDET yields (6)

VDET = Vt1 +

√√√√√ IPR

γ1(1 + λVOUT )

[
1

1+(
VOUT
EcL

)

] (6)

Equation 6 indicates that the minimum photodetector bias is defined by the

threshold voltage Vt1 of transistor M1, and the photodetector bias is tuned using

IPR. However, VDET has a small output dependence due to velocity saturation

and channel length modulation in transistor M1 that will have to be evaluated.

Given these conditions, Vt1 should be low enough to enable application of lower

photodetector biases via IPR, with the constraint that minimizing Vt1 will result

in enhanced channel length modulation that may introduce undesirable photode-

tector bias sensitivity to light levels.

To determine the output voltage VOUT , it is noted that the photodetector

current IDET passes through the drain-source channel of transistorMFB, governed
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by subthreshold conduction in (7). I0FB is a temperature-dependent characteristic

current of transistor MFB detailed in (8), which is a function of effective mobility

of the channel µeffFB, gate oxide capacitance CoxFB, the ratio of the channel

width to length
(
W
L

)
FB

, the ideality factor nFB of MFB, and the thermal voltage

kT .

IDET = I0FB · eq[(VOUT−VDET )−VtFB ]/nFBkT (7)

I0FB = µeffFBCoxFB

(
W

L

)
FB

(nFB − 1)

(
kT

q

)2

(8)

Rearranging (7) to solve for VOUT yields (9), which demonstrates the circuit’s

logarithmic compression of the photodetector signal.

VOUT =
nFBkT

q
ln

(
IDET

I0FB

)
+ VDET + VtFB (9)

Comparison of (6) and (9) with the requirements to placeMFB in subthreshold

and M1 in saturation in (3) enables definition of the photodetector current condi-

tions over which the circuit operates with logarithmic compression at VOUT . Equa-

tion 9 indicates that the quantity VOUT − VDET is less than VtFB for IDET < I0FB

, thus the characteristic current I0FB of MFB in Equation 8 is the maximum

photodetector current for logarithmic compression, beyond which MFB enters

saturation and the logarithmic photocurrent response transitions to power law 2.

Analysis of the second condition, that n1VOUT > VDET − Vt1 > 0 and (7), defines
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a minimum photodetector current Imin below which VOUT is too low to keep tran-

sistor M1 in saturation. (10) provides the range of photodetector current in which

the circuit operates with logarithmic compression.

[
Imin = I0FB · e−q[(n1−1)VDET+n1VtFB+Vt1]/n1nFBkT

]
< IDET < I0FB (10)

Together, (9) and (10) define the maximum dynamic range of this photore-

ceptor configuration. The factor nFBkT
q

in (9) multiplied by the natural log of

10 yields the subthreshold swing of transistor MFB. For photodetector currents

below I0FB, the log response can be expected to follow this slope until the pho-

todetector current low-limit Imin of (10) is reached, at this point, M1 falls out

of saturation, and the circuit turns off. The reciprocal of the exponential fac-

tor in the low-limit
(
eq[(n1−1)VDET+n1VtFB+Vt1]/n1nFBkT

)
is the maximum potential

dynamic range I0FB/Imin for this photoreceptor configuration. Given that the

quantities (n1−1)VDET and Vt1 are small and constrained to establish optimal bi-

asing conditions on the photodetector, the dynamic range at a given temperature

is primarily defined by the threshold voltage of the feedback transistor VtFB over

n1nFBkT .

4.1.2 Dynamic Range Optimization

The dynamic range equations identified allow optimization of fundamental transis-

tor properties to maximize the dynamic range. The expression for threshold volt-
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age Vt is given as a function of the intrinsic carrier concentration ni and bandgap

energy Eg of Si, the substrate acceptor concentration NA, the base-source voltage

VBS, oxide charge density Qox (qNox), and the oxide capacitance Cox in (11) [11].

Ideality factor n is a function of the depletion and oxide capacitances and the fast

surface state capacitance CFS, and is given as a function of fundamental param-

eters (depletion width WD, built-in potential ψB, oxide thickness tox, fast surface

state density NFS, and the oxide and silicon permittivity εox and εSi) in (12).

Vt = 2ψB +

√
2qεSiNA[2ψB − VBS]− qNox

Cox

− Eg

2
(11)

ψB =
kT

q
ln

(
NA

ni

)
Cdep =

εSi
WD

=

√
qNAεSi
2ψB

, Cox =
εox
tox

, CSF = q(NSF )

n = 1 +
Cdep

Cox

+
CFS

Cox

= 1 +
εox
tox

√√√√ qNAεSi
2kT
q
ln

(
NA

ni

) + qNFS


(12)

Given that there are several common factors defining threshold voltage Vt and

ideality factor n, it is important to optimize the selection of these parameters

to maximize the dynamic range for the photodetector to be used. For example,

(9) may lead one to believe that dynamic range can be maximized by decreasing

the substrate acceptor concentration NA of transistor MFB, as that reduces its

ideality factor nFB, reducingMFB’s subthreshold swing and increasing the degree
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of logarithmic compression as a result. However, decreasing acceptor concentra-

tion also reduces the threshold voltage, increasing the minimum current Imin and

ultimately reducing the dynamic range.

Figure 9: Photodetector current IDET as a function of substrate doping concen-

tration NA, showing the maximum (I0FB, dotted line) and minimum (Imin, solid

curves) photodetector currents for log-response circuit operation. Inset shows the

region of viable designs as a function of oxide thickness and substrate doping in

the feedback transistor.

Figure 9 plots the maximum and minimum photodetector currents for log

response, I0FB and Imin defined by (8) and (10), as a function of acceptor concen-

tration NA on the horizontal axis, for various values of oxide thickness tox. There

is no oxide thickness dependence in I0FB (dotted line), as the factor of CoxFB in (8)

25



is cancelled by the factor (nFB−1) = Cdep/Cox. Increasing NA therefore increases

I0FB by increasing the depletion capacitance Cdep, and reduces the minimum pho-

todetector current Imin for all oxide thicknesses (solid curves) by increasing the

threshold voltage. For a given oxide thickness, the intersection of the dotted and

solid curves identifies the minimum doping level below which the threshold voltage

is too low for the circuit to function (Imin > I0FB), which is shown in the inset.

To design this circuit for operation with a particular photodetector element, one

would identify the minimum photodetector current expected for the application

and pixel size, and then select the oxide thickness curve that provides sufficient

dynamic range to achieve the maximum expected photodetector current. The

transistor geometry parameter W
L

can provide some additional flexibility to tune

the dynamic range within the geometric constraints of the pixel dimension, as can

the substrate bias VBS to further tune the feedback transistor’s threshold voltage

or account for uncertainty in oxide charge density Qox.

4.2 Voltage Transfer Characteristics

The photodetector is simulated with an ideal current source producing current

IDET to simulate the photodetector current. The magnitude of IDET would rep-

resent the sum of the 5.5 µm cutoff photodetector’s photocurrent and thermally-

generated dark current at the operating bias VDET . The simulations presented in

the following sections use a level three T-Spice built-in transistor model [8], which
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includes the equations needed to account for all transistors’ regions of operation;

sub-threshold conduction, linear, and saturation, with the minimum conductance

global variable Gmin set to 1× 10−20 Ω−1.

4.2.1 M1 Transistor Branch

For discrete MOSFET amplifiers, it is crucial to keep the active load IPR within

limits such that the transistor’s operation region remains in saturation. Though

this means that there is a limitation on what the photodetector can be biased at,

keeping M1 in saturation will allow the entire signal to be amplified without any

clipping, as demonstrated in Fig. 10-b; which shows the regions of operation for

M1 values of VOUT as a function of VDET . Points A and B in Fig. 10-b represent

the bounds for the saturation region, implying that the photo-detector biasing

VDET should not exceed ∼ 0.45V to avoid the transition to the linear region.

The bounds have a slight dependence on IPR, where, as the biasing current IPR

increases, the slope between the two points becomes steeper.

Since the threshold voltage for M1 is zero, there isn’t a cut-off region (VGS <

VTM1
) and the transistor is always on, this is shown by Fig.10; evidently for all

VDET values in Fig.10-a transition into saturation for very low Drain-Source VOUT

after operating in the linear region as demonstrated by the gray shaded area on

the figure.

Figure 10 A also reveals a Channel Length Modulation (CLM) effect caused
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Figure 10: M1 biasing bounds (a) Drain-Source voltages VOUT as a function of

Gate-Source voltages VDET with an example sinusoidal wave input and its’ cor-

responding amplified output, without signal clipping. (b) Biasing current IPR as

a function of the Drain-Source voltage VOUT shown at various Gate-Source VDET

voltages
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by the shortening of the inverted channel length, shown as the increasing slopes

as VGS increases; this effect reduces the small-signal amplifier gain by introducing

an additional resistance.

4.2.2 MFB Transistor Branch

Figure 11: MFB drain current IPH as a function of Gate-Source voltage with a

fit at the weak inversion side demonstrating sub-threshold swing [S] 1
m
, and Off

current as the y-intercept of the fit. The tan region represents the turn-on point

of the transistor, where its’ current mechanism changes from diffusion to drift

current.

Sub-threshold swing is a crucial metric for determining the transistor’s weak

inversion behavior. This value can be quantified in [ V olts
Decade

] as the inverse of the
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rate of change of the drain current IPH before MFB moves into strong inversion

as shown in Fig. 11. The figure also implies that the Gate-Source voltage can not

exceed ∼ 4.1V , to remain in the logarithmic regime.

4.2.3 Nodal Voltages

As (6) indicates that a low threshold voltage for M1 <0.2 V is needed to

provide photodetector bias tunability through photoreceptor branch current IPR,

the circuit is modeled with an oxide thickness of 15 nm and acceptor concentration

of 1.5 × 1016 cm−3 for transistor M1 to provide a room temperature threshold

voltage of 8.5 mV. The inset to Fig. 12a plots the photodetector voltage bias

VDET as a function of the circuit tuning current IPR (drain-source current of M1)

at 300 K, with the 0.2 V operating point indicated with the vertical arrow at IPR

= 45 µA.

Given that the differential conductivity of the dark current at the -0.2 V oper-

ating point is non-zero and the detector bias VDET carries an output-dependence

VOUT in (6), VDET ’s sensitivity to IDET could be a source of positive feedback

that destabilizes the photoreceptor. The main body of Fig. 12-a plots VDET at

IPR = 45 µA, as a function of photodetector current IDET and temperature to

evaluate the stability of the operating point. The dotted sections of the curves at

the lowest current levels show VDET ’s behavior when the subthreshold conduction

channel of the feedback transistor MFB is extinguished. The photoreceptor is not
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operational in this regime for reasons elaborated in Fig. 12b discussion that fol-

lows. In the functional operational regime indicated by solid curves in Fig. 12a,

the photodetector bias VDET is 0.2 V at 300 K and has a temperature-dependence

through the threshold voltage of Vt1. This implies that a change in the operating

temperature of the unit cell circuit will necessitate an adjustment to IPR. For any

given temperature in the functional operational regime (solid curves), VDET varies

by less than 0.05 %
decade

over several orders of magnitude in IDET . This 0.05 %
decade

sensitivity is much less than the rate of change of dark current with bias, and

affirms that VDET is not likely to be disturbed by random noise fluctuations in

the dark current. This indicates that channel length modulation and velocity sat-

uration effects in M1 are not substantial, and the denominator in the square-root

term in (6) can be approximated as γ1.

As the properties of MFB play a significant role in defining the logarithmic

response, Fig. 9 is used as a guide in the selection of this transistor to achieve a

suitable dynamic range between Imin and I0FB. Modeling MFB with oxide thick-

ness of 70 nm, acceptor concentration of 1.5 × 1017cm−3 and M1 as described

above, Fig. 12b plots the output voltage VOUT as a function of the photodetector

current IDET from 300 to 77 K. Here again, the solid sections of curves repre-

sent the circuit behavior in the functional operational regime. In contrast, the

dotted curves show the behavior when the subthreshold conduction channel of

the feedback transistor MFB is extinguished (low IDET ) or goes into strong inver-
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Figure 12: (a) Inset plots the photodetector bias voltage VDET as a function of

biasing currents IPR, with optimal detector reverse bias voltage of 0.2 V indicated.

Main body of the figure plots photodetector bias voltage VDET at this IPR, as a

function of detector current IDET and decreasing temperature from 300 to 77 K;

(b) Output voltage VOUT as a function of detector current IDET , for the specific

IPR which establishes the optimal 0.2 V operating bias on VDET . The tan shaded

area shows the change of operation of the feedback transistor MFB from weak

inversion to strong inversion. Inset plots the subthreshold swing corresponding to

each output voltage temperature VOUT .
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sion (high IDET ). Comparing the solid curves in Fig. 12b to (9), it can be seen

that the current IDET obeys the subthreshold regime expectation in (9) over five

orders of magnitude in IDET resulting in a dynamic range of at least 100dB at

room temperature, increasing with a temperature-dependent characteristic volt-

age of (nFB kT)/q (nFB = 5.52 at room temperature) while VOUT -VDET<VtFB

(unshaded region).

As VOUT−VDET approaches VtFB, IDET converges on I0FB andMFB transitions

into strong inversion, with VOUT varying as power law half with increasing IDET

(shaded region). The circuit would be functional here, but would not provide loga-

rithmic compression of the photocurrent. In the regime of log response (unshaded

region), the subthreshold swing is evaluated along the highlighted section of each

curve and plotted as a function of temperature in the inset to Fig. 9. This shows

the higher degree of logarithmic compression offered by the lower subthreshold

swing of lower operating temperature operation; however, it can be seen that this

does not necessarily result in a substantially greater dynamic range (see the main

body of Fig. 9). As VOUT decreases with decreasing photodetector current IDET ,

at room temperature (blue curve), the circuit turns off as expected when the cur-

rent reaches the minimum circuit current Imin. However, at lower temperatures,

the photoreceptor is found to turn off prematurely (dotted curve sections at low

IDET ). Analysis of the currents going into and out of MFB indicates that the

subthreshold conduction channel closes when IDET falls below the reverse satu-

33



ration leakage current conducting between the substrate-source junction of MFB.

At this point the subthreshold conduction channel of MFB is extinguished as de-

tector current conducts across the substrate-source junction, initiating a collapse

of VOUT that causes M1 to exit the saturation regime.

While Fig. 9, derived from the analytical analysis of (10 - 12), had indicated

that increasing acceptor concentration NA would increase dynamic range by de-

creasing Imin, the T spice simulations here show that the dynamic range is prac-

tically limited by the reverse saturation current of the substrate-source junction

of MFB as shown in Fig. 13 which plots the drain and bulk currents as a function

of IDET . It is noted that as the drain current of MFB (blue curve) crosses zero,

the bulk current of MFB (orange curve) remains positive, driving the amplifier to

exit the saturation region. The ratio of the drain current to IDET plotted in the

inset of Fig. 13 demonstrates the point where the detection in the photoreceptor

becomes circuit limited in place of noise equivalent irradiance.

The reverse junction leakage or substrate current expression can be represented

using the cross-sectional area A, intrinsic carrier concentration ni, acceptor con-

centration NA, donor concentration ND, electrons and holes diffusion coefficients

Dn and Dp, and the lifetimes τn and τn. For the n+p junction formed here,

this reduces to just the component of reverse saturation current generated on the

substrate side of the junction as shown in (13).
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Figure 13: MFB drain and bulk currents with M1 bulk current as a function of

detector current IDET simulated at 77 K. Inset plots the corresponding ratio of

the drain current to detector current as a function of detector current IDET .
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Is = qAn2
i (

1

ND

√
Dp

τp
+

1

NA

√
Dn

τn
) ∼=

qAn2
i

NA

√
Dn

τn
(13)

These results indicate that Fig. 12 would remain valid while Imin>Is, but that

Is imposes a practical limitation to the dynamic range. Increasing NA continues

to reduce the limiting current Is, but the dynamic range does not increase at the

rate that it would be predicted to in Fig. 9 or (10).

The simulation was found to include the substrate current by using the princi-

ple of Kircoff’s current law [14], defined as the sum of currents leaving the node to

be zero, which leads to the calculation of a reverse current that is drawn from the

substrate contact. This charge is deducted from the detector current entering the

source contact, resulting in the premature extinction of the drain-source channel

when the detector current drops below the reverse current. The issue with this

approach is that the reverse leakage current is generated by thermal processes

and should be incorporated as a thermal generation term into the node, rather

than being derived from the source contact current. The sudden drop of voltage

observed in Fig. 12 is an artifact of the transistor model’s inadequate sophistica-

tion. To mitigate the issue, the circuit was simulated with the bulk terminal open

so that the current dissipates when entering that terminal, thus only accounting

for the reverse saturation current from the bulk as shown in Fig. 14. Here in
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Fig. 14-b, the output voltage VOUT continues to decrease until the circuit turns

off for all simulated tempreture.

Figure 14: (a) Inset plots the photodetector bias voltage VDET as a function

of biasing currents IPR, with the optimal detector reverse bias voltage of 0.2 V

indicated. Main body of the figure plots photodetector bias voltage VDET at this

IPR, as a function of detector current IDET and decreasing temperature from 300

to 77 K; (b) Corrected Output voltage VOUT as a function of detector current IDET ,

for the specific IPR which establishes the optimal 0.2 V operating bias on VDET .

The tan-shaded area shows the change of operation of the feedback transistor

MFB from weak inversion to strong inversion. Inset plots the subthreshold swing

corresponding to each temperature of the output voltage VOUT .

4.3 Dynamic Range

Figure 15 plots the subthreshold swing (blue curve) and dynamic range (red

curve) simulated in T-SPICE as a function of substrate acceptor concentration NA

on the horizontal axis to show the realistic expectation for dynamic range for this
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implementation of the photoreceptor at room temperature. Though (12) shows

that increasing NA reduces the subthreshold swing, which should in-turn increase

the dynamic range, the change in NA has simultaneously reduced the threshold

voltage. The T-SPICE simulation results in Fig. 15 affirm that the feedback

transistor’s threshold voltage is the dynamic range’s main driver. Dynamic range

could be expected to continue to increase with increasing acceptor concentration

until the onset of tunneling breakdown of the junction, which is not simulated here.

Dynamic range limits were not affected by the correction made to the simulation

code explained in the previous section since the simulated case here is shown for

room temperature.
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Figure 15: Subthreshold swing (blue curve) and dynamic range (red curve) as a

function of substrate doping concentration NA, shown in reference to the room

temperature thermal limit swing of 60 mV/decade.
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5 AC Analysis

5.1 Small-signal Gain

5.1.1 Model Configuration

Though the signal gain was discussed in section 4.2.2, to understand the non-

linear behavior of the circuit, the small signal approximation can be used to find

some circuit properties such as gain by assuming that the response is linear for a

very small region.

Figure 16: Transistor small-signal π and T models

Using the π and T small-signal transistor models presented in Figure 16 as

the basis of creating the small-signal model for the photoreceptor circuit. For

simplicity, assuming that MFB is a block and applying it to the π-Model with

respect to the transistor terminals as demonstrated in Fig. 17.
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Figure 17: π transistor small-signal model representing M1 with MFB transistor

represented as a block

Rotate and flip MFB to match the terminals (drain to drain, source to source,

and gate to gate) so that the transistor model fits within Fig. 17.

Figure 18: T transistor small-signal model representing MFB rotated and altered

so that it fits within Fig. 17

InsertingMFB block into theM1 π-Model results into a circuit that represents

the small signal equivalent of the photoreceptor circuit (from Fig. 8) illustrated

in the schematic below (Fig. 19)
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Figure 19: photoreceptor small-signal model

5.1.2 Model Analysis

The model created in Section 5.1.1 can be used to simplify the small-signal

circuit gain analysis, through the use of Kirchhoff’s current law (KCL), Applying

KCL to Fig. 20 results into the system of equations presented in (14).

Figure 20: photoreceptor small-signal model with a super node noted to find all

the currents leaving the node
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i = iDET

vOUT = vgs +
iDET

gmfb

vOUT = −gm1vgs

(14)

solving for the system of equations yields the small signal gain

vOUT

iDET

=
−gm1ro

gmfb(1 + gm1ro)
= A (15)

Where ro is VA

ID
, accounts for the channel length modulation factor λ through

the inverse of early voltage VA, gm1 represents the transconductance for the M1

transistor branch (presented in (16)).

gm1 =
2IPR

VDET − Vt1
(16)

Since MFB operates in subthreshold conduction the transconductance, gm1 equa-

tion in (16) only applies to M1, the equation can be derived using the definition

of transconductance and the subthreshold drain current expression presented in

(7), the transconductance equation for the subthreshold region can be found in

(17).

gmfb =
dID
dVGS

=
d

dVGS

(I0FB · eq[(VOUT−VDET )−VtFB ]/nFBkT )

=
q

nfbKT
I0FB · eq[(VOUT−VDET )−VtFB ]/nFBkT

(17)
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Equations 15 through 17 indicate that the gain can be altered by varying the

drain output resistance parameter ro through channel length modulation λ and

the transistor channel length L.

5.2 Parasitic Capacitance

5.2.1 Transistor Parasitic Capacitance

In this section, the detector parasitic capacitance is assumed to be zero. To

assess the AC response of a circuit, in purpose of finding the bandwidth; in AC

response, DC current sources cause open circuit in place of the source, while DC

voltage sources become short circuit in place of the source.

Transistor parasitic capacitance is mainly affected by miller capacitor any ca-

pacitor connected between two nodes (one end isn’t grounded), must be turned

into two equivalent capacitors (Red capacitors represent the millered capacitors)

Figure 21-(a), CGSMFB
and CGDM1

are in parallel , here they can be combined

into one capacitor (CGSMFB
+ CGDM1

), from the definition of miller capacitors,

Fig.21-(b) capacitor can be turned into two equivalent capacitors, represented

by C1 and C2 shown in equation 18, since the capacitor (CGSMFB
+ CGDM1

) is

connected to two nodes.

C1 = (CGSMFB
+ CGDM1

) [1− A]

C2 = (CGSMFB
+ CGDM1

)

[
1−

(
1

A

)] (18)
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Figure 21: Photoreceptor circuit parasitic gate-source and gate-drain capacitors

for the two transistor branches (1) CGSMFB
and CGDM1

are in parallel so they can

be combined into one capacitor (red capacitor)(2) Since the equivalent capacitor

(red capacitor) is connected to two nodes, it is turned into two equivalent capac-

itors, C1 and C2.

After the second transition (2) shown in the schematic in Fig. 21-2, the millered

and remaining parasitic capacitors can be grouped into two capacitors because

they are connected in parallel since the number of poles is dependent on the

number of equivalent capacitors, the two groups represent two pole capacitance

shown in (19).

Cpole1 = CGSM1
+ C2

Cpole2 = CGDMFB
+ C1

(19)

Using the pole capacitance equations in (19) and the RC network frequency
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approximation 1
2πCxReq

can provide a quick estimate for the frequency at the poles,

the lower pole frequency corresponds to the cut-off point for the bandwidth.

fp1 =
1

2π(Cpole1)(
1

gmfb
||rom1)

fp2 =
1

2π(Cpole2)(romfb)

(20)

From (20), it is noted that bandwidth can be controlled by determining the

dominant pole (causing the earlier cutoff) and ensuring the use of a transistor with

a smaller magnitude of capacitance corresponding to the dominant pole capacitor.

5.2.2 Detector and Transistor Parasitic Capacitance

In this section, the detector capacitance is accounted for as part of the parasitic

capacitance of the circuit. While C1 and C2 remain the same as (18), the pole

capacitance is now different as shown in (21); since the capacitance associated with

each pole changes due to the addition of the detector capacitance, represented by

Cpart.

Cpole1 =CGSM1
+ C2 + Cpart

Cpole2 = CGDMFB
+ C1

(21)
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Figure 22: Photoreceptor circuit parasitic gate-source, gate-drain capacitors for

the two transistor branches, and the detector capacitance (1) CGSMFB
and CGDM1

are in parallel so they can be combined into one capacitor (red capacitor)(2) Since

the equivalent capacitor (red capacitor) is connected to two nodes, it is turned

into two equivalent capacitors, C1 and C2.

5.3 Bandwidth

5.3.1 Transfer function

Using the expressions derived in Sections 5.1.2 and 5.2, the transfer function

can be derived using the generic transfer function presented in (22)

H(s) =
VOUT

IDET

=
A

(s+ ωc)2
=

A

s2 + 2ωcs+ ω2
c

(22)

Where ωc is the angular cutoff frequency; 2πfc, and the small signal midband gain

A.

Using the transfer function from (22) and assuming that the first pole is the

dominant one (with ω = 2.3 radians) with a gain of 135dB; Fig. 23 was obtained.
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The figure demonstrates a cutoff frequency of 6.1 kHz indicated by the dashed

vertical line found as 70 % of the mid-band gain, which is approximately 500 Hz

different than the cutoff discussed in Section 5.3.2.

Figure 23: Transfer Function Bode Plot from the derived equations resulting in a

cutoff frequency of 6.1kHz, and a midband gain of 135 dB.

5.3.2 Dependence on Circuit Parameters

Since some input sources are constant and some circuit parameters will be

variable, such as input illumination, the effect of those changes must be well

studied to understand the impact it might have, and how to mitigate it.

Figure 24-a plots the frequency cutoff points for various detector currents
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ranging from 100 pA to 300 nA with vertical lines representing the maximum

gain minus 3 dB cutoff frequency. The expected photocurrent magnitudes of

an nBn MWIR detector for photon flux of ϕp = 4.7 x 1013 photons
cm2s

are shown

in Fig. 24-b, which plots the cut-off frequencies as a function of input current.

This dependence is very important because when designing a specific detector, its

photocurrent range must be within a specific limit, depending on the bandwidth

requirements for the test case.

The bandwidth exhibits a strong dependence on the input detector, corre-

sponding to the photon flux-dependent photocurrent and noise dark current, how-

ever, Fig. 25 shows minimal dependence on detector bias on bandwidth, meaning

that through the dark current is not constant for the detector.

With the optimized transistor parameters, a bandwidth of approximately 5kHz

can be achieved in the basic photoreceptor circuit configuration, which is 2kHz

more than the 3kHz bandwidth reported in the literature.
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Figure 24: IDET Bandwidth dependence (a) Bode plot shown at detector currents

ranging from 100 pA to 300 nA with vertical lines represent the maximum gain

minus 3 dB cutoff frequency (b) Cutoff frequencies extracted from fig 24-a plotted

as a function of the corresponding detector current with a shaded region repre-

senting the expected range of photocurrents at -200 mV of bias.
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Figure 25: IPR Bandwidth dependence (a) Bode plot shown at detector biasing

currents ranging from 1 µA to 300 µA with vertical lines represent the maximum

gain minus 3 dB cutoff frequency (b) Cutoff frequencies extracted from fig 24-a

plotted as a function of the detector biasing currents on the bottom x-axis, with

its’ corresponding detector biasing voltages on the top x-axis.
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5.4 Elmore Delay

A quick, commonly used method to estimate and approximate delay from

the circuit, through an RC network as shown in the schematic presented in Fig.

26. The method is to transform each transistor into its equivalent resistor and

capacitor to analyze then the shortest path from the input of the equivalent circuit

to the output using (23).

tDELAY = 0.69τeff (23)

Where the effective time constant τeff is the product of the feedback resistor RFB

equivalent to rofb and capacitor CFB . Here again, we can use the channel length

modulation effect to alter the time delay as well as use the transistor capacitance

itself.

Figure 26: Elmore Delay equivalent circuit from the photoreceptor

52



6 Future Work

Future work will focus on, first, the analysis of the remaining stages of the

EBS pixel circuitry, to simulate the response of the full circuit using T-SPICE and

account for other possible limitations such as noise. Second, print the three stages

on a PCB (Printable Circuit Board) to assess the performance using the setup

discussed in Section 2.3 with varying input light levels to verify expected operation.

Additionally, explore different configurations of the photoreceptor stage such as

the common-source amplifier and study other operation regimes to optimize the

designs and further improve the specs before creating the EBS-IR focal plane

array.
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