




Chapter 3. Design and Implementation

Figure 3.1: Early Alert Ontology

3.2 Resource Description Framework

Resource Description Framework (RDF) has been widely adopted as the the general

purpose language for representing information on the web. The main goal of RDF

is to provide a model which describes resources in a machine readable and standard

format. RDF is a specifically structured eXtensible Markup Language (XML) file

according to specified standards proposed by World Wide Web Consortium (W3C)

[18]. In this framework data is structured in triples, with each element in the triple

representing a specific purpose. An RDF triple is composed of a resource, a property

type, and a value. The resource is any object that is uniquely identifiable. The

property type represents the type of connection between a resource and its value.

Finally, the value is the property that captures the description of the data, this can

be a number, a string, etc. We will use the following sentence to illustrate an RDF

triple:

Student John Doe has student identification number: 999999.
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Figure 3.2: Example of an RDF Triple.

As shown in the figure 3.2 the resource is the student John Doe, the property

type is “has” and finally the value is the student identification number. Once the

ontology has been created the need for the situational awareness model to ingest

data arises. Due to the capabilities of RDF, the data that is to be ingested by our

ontology will need to be defined as RDF. There are various ways of completing this

task but for this project we have opted to use the cellfie plugin within protege to map

data into the ontology defined in the previous section. The reason cellfie will be used

to convert our data to the ontology-driven RDF is because it is well documented and

is easy to use. Cellfie gives us a user interface which allows us to convert data from

the origin Comma Separated Values (CSV) file, pictured in figure 3.3 to RDF seen

in code snippet below.

<owl:NamedIndividual rd f : about=” ht tp : // swat . c s e .

l e h i g h . edu/ onto /univ−bench . owl#Delmer”>

<r d f : t y p e r d f : r e s o u r c e=” ht tp : // swat . c s e . l e h i g h . edu/

onto /univ−bench . owl#UndergraduateStudent ”/>

<univ−b e n c h : i s t a k i n g r d f : r e s o u r c e=” ht tp : // swat . c s e .

l e h i g h . edu/ onto /univ−bench . owl#CALCII−Delmer”/>

<univ−bench:OWLDataProperty 00000000000000000041

rd f : da t a t ype=” ht tp : //www. w3 . org /2001/XMLSchema#

decimal ”>2 .153</univ−
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bench:OWLDataProperty 00000000000000000041>

<univ−bench :has attendance r d f : da ta t yp e=” ht tp : //www.

w3 . org /2001/XMLSchema#i n t e g e r ”>10</univ−

bench :has attendance>

<univ−b e n c h : h a s l m s l o g i n s rd f : da t a t ype=” ht tp : //www.

w3 . org /2001/XMLSchema#s t r i n g ”>[&quot ;15−DEC−2017&

quot ; , &quot ;14−DEC−2017&quot ; , &quot ;17−DEC−2017&

quot ; , &quot ;11−DEC−2017&quot ; , &quot ; 9−DEC−2017&

quot ; , &quot ;18−DEC−2017&quot ; ]</univ−

b e n c h : h a s l m s l o g i n s>

<univ−bench : lms log ins amount r d f : da ta t yp e=” ht tp : //

www. w3 . org /2001/XMLSchema#i n t e g e r ”>6</univ−

bench : lms log ins amount>

<univ−bench:name rd f : d a ta typ e=” ht tp : //www. w3 . org

/2001/XMLSchema#s t r i n g ”>Delmer</univ−bench:name>

</ owl:NamedIndividual>

<owl:NamedIndividual rd f : about=” ht tp : // swat . c s e . l e h i g h .

edu/ onto /univ−bench . owl#Emerson”>

<r d f : t y p e r d f : r e s o u r c e=” ht tp : // swat . c s e . l e h i g h . edu/

onto /univ−bench . owl#UndergraduateStudent ”/>

<univ−b e n c h : i s t a k i n g r d f : r e s o u r c e=” ht tp : // swat . c s e .

l e h i g h . edu/ onto /univ−bench . owl#CALCII−Emerson”/>

<univ−bench:OWLDataProperty 00000000000000000041

rd f : da t a t ype=” ht tp : //www. w3 . org /2001/XMLSchema#

decimal ”>3 .319</univ−

bench:OWLDataProperty 00000000000000000041>

<univ−bench :has attendance r d f : da ta t yp e=” ht tp : //www.

w3 . org /2001/XMLSchema#i n t e g e r ”>8</univ−
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Figure 3.3: Example of CSV file.

bench :has attendance>

<univ−b e n c h : h a s l m s l o g i n s rd f : da t a t ype=” ht tp : //www.

w3 . org /2001/XMLSchema#s t r i n g ”>[&quot ;15−DEC−2017&

quot ; ]</univ−b e n c h : h a s l m s l o g i n s>

<univ−bench : lms log ins amount r d f : da ta t yp e=” ht tp : //

www. w3 . org /2001/XMLSchema#i n t e g e r ”>1</univ−

bench : lms log ins amount>

<univ−bench:name rd f : d a ta typ e=” ht tp : //www. w3 . org

/2001/XMLSchema#s t r i n g ”>Emerson</univ−bench:name>

</ owl:NamedIndividual>

3.3 Advisor Notes

In order to computationally infer any knowledge about advisor notes we first need to

provide the ability to understand natural written language. As explained in sections

2.4 and 2.5 we can allow an ontology to infer information about natural language by

using NLP algorithms and ontology mapping. For this investigation, we will examine

using natural language techniques that are to be completed before the information

is passed to the ontology so that reasoning only occurs once. If we attempt to map

information from one ontology to the other, as described in section 2.4, the risk of
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losing information presents itself. The method of pre-analyzing advisor notes also

imposes difficulties as well, as not only do we have to pass the most amount of

information to the ontology but we have to pass all of this information pre-analyzed

and classified with the correct gauges.

In the NLP research field there are many methods of analyzing human written

(natural language) data. These methods give machines the ability of deducing insight

on to what information is contained in the written language. But in this composition

we want to allow the ontology to infer the information therefore, we only want to pre-

analyze the natural language data. There is an abundant number of tools, libraries

and APIs that analyze natural language using different programming languages and

different algorithms. For the purpose of analyzing advisor notes we will employ

both the Nartural Laguage Toolkit (NLTK) and TextBlob which are both written in

Python. TextBlob will allow us to rapidly assign sentiment scores to advisor notes.

We will assign two types of scores to advisor notes, subjectivity and polarity. In this

library the subjectivity score ranges from 0.0 to 1.0, where 0.0 is very objective and

1.0 is very subjective. This library also assigns polarity scores which range from -1.0

to 1.0 where -1.0 is very negative and 1.0 is very positive. It is important to mention

that this library assigns these scores using a Naive Bayes analyzer. This Naive Bayes

analyzer is trained using movie review data. To illustrate the functionality of this

analyzer please refer to the following sentences:

“I disagreed with many of President Barack Obama’s policies, but he was a good

role model,” – Rep. Ryan Costello

“Trump may hate Amazon, but there’s little he could do to it.” – Elizabeth

Weise and David Jackson, USA TODAY

As one can read in both of the statements above they are more subjective than

objective. That is, both of these statements seem to be open to interpretation based
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on someone’s personal feelings, emotions, etc. To test the functionality of TextBlob,

the sentiment analyzer, both of the statements were passed through the algorithm

and we obtained subjectivity scores of 0.55 and 0.7 respectively. These scores align

with the definition of subjectivity as one may also derive that the first statement is

less subjective than the second statement. Lastly, one of the measures this sentiment

analyzer provides, and the one we are mainly interested in, is the polarity of a

statement. We want to know if an advisor is providing negative or positive notes to

a student as this might include information that may require a student to receive

an early alert. Opposite of the subjectivity score of the statements presented above,

one can see that both of the previous statements are on the opposite side of the

spectrum when it comes to polarity. The first statement discussed what a good role

model the previous president was while the other statement discusses hate from the

current president towards Amazon (an American e-commerce website). Both of the

statements were also processed for polarity yielded the scores shown in table 3.7.

The last fragment of information we want to pre-process from the advisor notes

before they are passed to the ontology is the topic of each sentence in the note. For

this there are also many tools, algorithms and APIs but in this experimentation we

will simply use the NLTK and the brown corpus [5]. A trained NLTK tagger has the

ability to tag words in a sentence based on their usage within the sentence. Much like

we all had to learn how to determine the grammar of a sentence (verbs, adjectives,

etc.) with NLTK we give machines the ability to know how each word is used within

a sentence. This can be a complicated task as a word can have different meanings

depending on the usage within the sentence. To show the functionality of a tagger

and how we will be using it to obtain the topic of each sentence please refer to the

sentence below:

“A player always aspires to the top, and Madrid is always one of the highest

ambitions for any footballer. Every player would love to get to the absolute top and
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Real Madrid is it.” – Luis Suarez

After analyzing this same sentence with a tagger we obtain the following:

[ ( ’A’ , ’AT’ ) , ( ’ p layer ’ , ’NN’ ) , ( ’ always ’ , ’RB’ ) , ( ’ a sp i r e s

’ , ’NN’ ) , ( ’ to ’ , ’TO’ ) , ( ’ the ’ , ’AT’ ) , ( ’ top ’ , ’ JJ ’ ) ,

( ’ , ’ , ’ , ’ ) , ( ’ and ’ , ’CC’ ) , ( ’ Madrid ’ , ’NNP’ ) , ( ’ i s ’ , ’BEZ

’ ) , ( ’ always ’ , ’RB’ ) , ( ’ one ’ , ’CD’ ) , ( ’ of ’ , ’ IN ’ ) , ( ’ the ’ ,

’AT’ ) , ( ’ h ighest ’ , ’JJT ’ ) , ( ’ ambitions ’ , ’NN’ ) , ( ’ fo r ’ , ’

IN ’ ) , ( ’ any ’ , ’DTI ’ ) , ( ’ f o o t b a l l e r ’ , ’NN’ ) , ( ’ . ’ , ’ . ’ ) , ( ’

Every ’ , ’AT’ ) , ( ’ p layer ’ , ’NN’ ) , ( ’ would ’ , ’MD’ ) , ( ’ love ’ ,

’VB’ ) , ( ’ to ’ , ’TO’ ) , ( ’ get ’ , ’VB’ ) , ( ’ to ’ , ’TO’ ) , ( ’ the ’ ,

’AT’ ) , ( ’ abso lute ’ , ’ JJ ’ ) , ( ’ top ’ , ’ JJ ’ ) , ( ’ and ’ , ’CC’ ) ,

( ’ Real ’ , ’NNP’ ) , ( ’ Madrid ’ , ’NNP’ ) , ( ’ i s ’ , ’BEZ’ ) , ( ’ i t ’ ,

’PP’ ) , ( ’ . ’ , ’ . ’ ) ]

The tags next to each word in the sentence are described in appendix A. Once a

sentence is tagged we will obtain the noun phrases and verb phrases from the tagged

sentence. We will filter the noun phrases and verb phrases because as we have learned

in linguistics the noun phrase is usually the topic or object in the sentence and the

verb phrase is used to describe action within those objects.

For our use case we opted to build our own tagger for topic extraction because

using some of the libraries and tools available ignored a number of occurrences that

are important in our use case. For example, if an advisor had written a note similar

to, “Student earning a C- in MATH 162 Calculus I” all of the taggers would ignore

“C-” because they were not built to capture such university specific cases. This

problem also repeated itself on course numbers like in the example presented above.

The first step is to build our own tagger with NLTK and the brown corpus. To build

our tagger we first define a general expression tagger as we can assign tags to text
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simply catching patterns in text such as “ing”. In the English language words that

end with “ing” are usually present participle verbs. After the results are obtained

from the general expression tagger they are passed to the NLTK UnigramTagger,

which tags words based on a simple statistical tagging algorithm that has been

trained with the brown corpus data. Lastly, the results from the UnigramTagger

are passed to the NLTK BigramTagger which is also trained with the brown corpus

data. The BigramTagger is a tagger that tags a word in a sentence based on its

usage within a sentence.

The next step in topic extraction is to define our noun phrases. We will define

noun phrases as seen in table 3.8 and we will use those noun phrases as rules to

which we will compare the analyzed advisor notes.

3.4 Threat Model

After the ontology is defined and all of the data, including the pre-processed advisor

notes, is passed to the ontology reasoning must occur in order to achieve situational

awareness. Rule-based reasoning is how we will achieve this. In rule-based rea-

soning we define rules that will capture specific scenarios, which for the purpose of

this thesis it will be assigning early alert flags to academically troubled students.

The World Wide Web Consortium (W3C) proposed Semantic Web Rule Language

(SWRL) as the standard rule language for the Semantic Web. SWRL is composed of

a combination of the OWL DL and OWL Lite sublanguages along with Rule Markup

Language (RuleML). To demonstrate the usability of SWRL please reference the fol-

lowing example: We have an ontology in which a student is enrolled in many classes

and also this student obtains a failing grade in one class. When this situation occurs

we simply want to add this student to list of students in academic probation.
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UndergraduateStudent (? x ) ˆ i s e n r o l l e d i n (?x , ? course ) ˆ

e a r n e d g r a d e i n c o u r s e (?y , ? course ) ˆ swrlb : lessThan (?

course , ”C−” ) −> AcademicProbation (? x )

We will use SWRL to define the rules for our situation in order form alerts based

on the scenarios presented in section 2.1. In section 2.1 it was established that the

main reason a student will become academically in danger in a course is because

of lack of attendance therefore an early alert tag will be assigned to this student.

Also, as stated in the section previously referenced some students become fall at risk

academically for failed exams and incomplete assignments although not as such an

alarming rate as course absences. To capture these simple scenarios we will define

our rules similarly to the rule described above. The first rule we want to define is the

course attendance. We want to assign an early alert to any student that has been to

class less than 50% of the total course time.

UndergraduateStudent (? x ) ˆ has attendance (?x , ? atten ) ˆ

i s t a k i n g (?x , ? course ) ˆ i s c o u r s e (? course , ? c ) ˆ

days taught (? c , ? taught ) ˆ swrlb : i n t e g e r D i v i d e (? ra t i o , ?

atten , ? taught ) ˆ swrlb : lessThan (? ra t i o , ” 0 . 5 ”ˆˆ xsd : f l o a t )

ˆ e a r l y a l e r t (? x )

The rules implemented to capture students that have failed an exam and that

have submitted incomplete assignments can be found on table 3.9.

Another factor that we wanted to capture in this thesis is LMS interaction, as

it has recently come under scrutiny as its close relation to student failure has been

quantified. As described in section 2.2 fewer log-ins and less interaction with the LMS

portal tend to indicate that the student will have a lower final grade in the course.

We want to capture and assign early alert flags to students that don?t interact with

their LMS portal and we will define it as follows:

33



Chapter 3. Design and Implementation

UndergraduateStudent (? x ) ˆ lms log ins amount (?x , ?number ) ˆ

lms log ins amount ˆ swrlb : lessThan (? number , ”10”ˆˆ xsd : i n t )

ˆ e a r l y a l e r t (? x )

In this rule we want to assign an early alert to any student that has logged on to

their LMS course portal less than 10 times. As mentioned previously in this chapter,

we also want to reason over advisor notes, with the help of NLP algorithms, in this

framework. Once the advisor notes are passed to the ontology we can allow the

ontology to assign early alerts to student in a couple of manners. In one rule we

want to assign early alerts to students that have both a negative polarity score and

a high subjectivity score as shown in the rule below.

UndergraduateStudent (? x ) ˆ adv i s o r no t e (?x , ? note ) ˆ

s u b j e c t i v i t y r a t i n g (? note , ? sub ) ˆ swrlb : greaterThan (? sub ,

0 . 4 ) ˆ s en t iment ra t i ng (? note , ? sent ) ˆ swrlb : lessThan (?

sent , −0.4) −> e a r l y a l r e r t (? x )

In the second rule we want to reason over the topics extracted from the advisor

notes. This is also described in a previous section in this chapter. We will reason over

advisor notes by building a dictionary of words or phrases that should be alarming

if an advisor highlights them in the advising session notes. These phrases might

include “not passing”, “failing course”, etc. We want to assign a student an alert if

one of these phrases is extracted from the advisor notes. An example of a rule can

be seen below.

UndergraduateStudent (? x ) ˆ adv i s o r no t e (?x , ? note ) ˆ

has main top i c (? note , ?main ) ˆ swrlb : conta ins IgnoreCase (?

main , ”Non−Pass ing ” ) −> −> e a r l y a l r e r t (? x )

The unique flexibility and the reason we chose rule driven situational awareness, is

due to the modifiability it provides during implementation. In this type of situational
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awareness model we are able to manipulate rules that will capture radical use cases.

This modifiability provides more flexibility than any other platform. In the setting

we are implementing it is important to have this flexibility as we want to achieve

a higher level situational awareness by combining rules. For example, if we have

multiple students at an institution that have less than desirable attendance but not

excessive absenteeism in any other implementation these students will “go under the

radar” as their absenteeism will not provide an alarm as it is not excessive. But

if we combine less than desirable absenteeism with both low LMS interaction and

low assignment scores this student should invoke an early alert as this combination

might contribute to a failing grade at the end of the term.

UndergraduateStudent (? x ) ˆ lms log ins amount (?x , ?number ) ˆ

has attendance (?x , ? atten ) ˆ i s t a k i n g (?x , ? course ) ˆ

i s c o u r s e (? course , ? c ) ˆ days taught (? c , ? taught ) ˆ

has ass igment (? c , ? a s s i gn ) ˆ max score (? ass ign , ?max) ˆ

has ass igment (? course , ? s tudenta s s i gn ) ˆ s co r e (?

s tudentas sg in , ? s t u s c o r e ) ˆ lessThan (? atten , ? taught ) ˆ

swrlb : lessThan (? number , ”5”ˆˆ xsd : i n t ) ˆ swrlb : lessThan (?

s tuscore , ?max) −> e a r l y a l e r t (? x )

Due to the flexibility of rule-based reasoning we wanted to assign early alert risk

levels. In section 2.1 we learned that a student with low course attendance is much

more at risk than a student that earns a low grade in a course. Also, we learned that

LMS course portal interaction provides information regarding the studentś overall

performance in the course therefore making this low interaction a high alert. It is

to be advised that we applied risk levels in this ontology as a proof of concept and

further research needs to be completed to assign risk levels appropriately.
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Class Subclass of
Organization
Institute Organization
Program Organization
Research Group Organization
School Organization
University Organization
University Department Organization
Person
Chair Person
Director Person
Employee Person
Student Person
University Research Assistant Person
University Teaching Assistant Person
Administrative Staff Worker Employee
Faculty Member Employee
Clearical Staff Worker Administrative Staff Worker
Systems Staff Worker Administrative Staff Worker
Lecturer Faculty Member
Post Doctorate Faculty Member
Professor Faculty Member
Assistant Professor Professor
Associate Professor Professor
Chair Professor
Dean Professor
Full Professor Professor
Visiting Professor Professor
Graduate Student Student
Undergraduate Student Student
Publication
Article Publication
Book Publication
Manual Publication
Published Specification Publication
Software Program Publication
Unnoficial Publication Publication
Work
Research Work Work
Teaching Course Work
Graduate Level Courses Teaching Course
Schedule

Table 3.1: Bench University Ontology Classes36
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Object property Domain Range
has a degree from Person University
has a doctoral degree
from

Person University

has a masters degree
from

Person University

has an undergraduate de-
gree from

Person University

has as a member Oganization Person
has as a research project Research Group Research Work
has an alumnus University Person
is a teaching assistant for University Teaching As-

sistant
Teaching Course

is about Publication Research Work
is affiliated with Oganization Person
is affiliated with Oganization Organization
is being advised by person professor
is documented in Software Program Publication
is part of Organization Organization
is tenured Professor
is version Software Program
is taking
lists as a course Schedule Teaching Course
member of has as a member
works for member of
is the head of works for
publishes Organization Publication
teaches Faculty Member Teaching Course
was written by Publication Person
was written on Publication

Table 3.2: Bench University Ontology Object Properties
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Data Property Domain
can be reached at Person
is age Person
is researching
name
office room No.
telephone number Person
title Person

Table 3.3: Bench University Ontology Data Properties

Class Subclass of
AdvisorNote
Risk Level
High Risk Risk Level
Medium Risk Risk Level
Low Risk Risk Level
Student Course
Student Course Work Student Course

Table 3.4: Added Ontology Classes

Object property Domain Range
has advisor note Undergraduate Student Advisor Note
has assignment Teaching Course Student Course Work
has assignment Student Course Course Work
is assignment Student Course Work Course Work
is course Student Course Teaching Course

Table 3.5: Added Object Properties
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Data Property Domain
days taught Teaching Course
has attendance Student Course
has GPA Person
has lms logins Student Course
lms logins amount has lms logins
has main subject Advisor Note
has note Advisor Note
has sentiment rating Advisor Note
max score Course Work
minimum rating sentence Advisor Note
number of attendance
score Student Course Work
subjectivity rating Advisor Note

Table 3.6: Added Data Properties

Statement by Polarity Score
Rep. Ryan Costello 0.6
Elizabeth Weise and David Jackson -0. 49375

Table 3.7: Statement Polarity Score

NLTK TAGS Noun Phrase
NNP+NNP NNP
NN+NN NNI
NNI+NN NNI
JJ+JJ JJ
JJ+NN NNI

Table 3.8: Noun phrases form NLTK tags
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Rule SWRL Code Type of Alert
No engagement
with LMS,
course absences
and low assig-
ment or test
scores

UndergraduateStudent(?x)
ˆlms logins amount(?x, ?num-
ber) ˆhas attendance(?x, ?at-
ten) ˆis taking(?x, ?course)
ˆis course(?course, ?c) ˆdays taught(?c,
?taught) ˆhas assigment(?c, ?as-
sign) ˆmax score(?assign, ?max)
ˆhas assigment(?course, ?studen-
tassign) ˆscore(?studentassgin,
?stuscore) ˆswrlb:lessThan(?atten,
?taught) ˆswrlb:lessThan(?number,
5) ˆswrlb:lessThan(?stuscore, ?max)
->high-risk(?x)

High Risk

Low test or
assigment scores
and CAPS
advisor notes

UndergraduateStudent(?x) ˆis taking(?x,
?course) ˆis course(?course,
?c) ˆhas assigment(?c, ?as-
sign) ˆmax score(?assign, ?max)
ˆhas assigment(?course, ?studentas-
sign) ˆscore(?studentassgin, ?stuscore)
ˆswrlb:lessThan(?stuscore, ?max) ->low-
risk(?x)

Low Risk

Advisor notes
with topic
extraction

advisor note(?x) ˆhas main subject(?x,
?main) ˆswrlb:containsIgnoreCase(?main,
”Non-Passing”) ->low-risk(?x)

Low Risk

Advisor notes
with low senti-
ments score and
high subjectivity
scores

advisor note(?x) ˆsubjectivity rating(?x,
?sub) ˆswrlb:greaterThan(?sub,
”0.4”ˆˆxsd:decimal)
ˆhas sentiment rating(?x, ?sent)
ˆswrlb:lessThan(?sent, ”-
0.4”ˆˆxsd:decimal) ->medium-risk(?x)

Medium Risk

Low GPA UndergraduateStudent(?x) ˆhas GPA(?x,
?gpa) ˆswrlb:lessThan(?gpa, 2.5) -
>medium-risk(?x)

Medium Risk

Table 3.9: Rules Implemented to Capture Early Alerts
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Results

We have applied the situational awareness model presented in this thesis with the

help of Protege [16]. In this implementation we have simulated the generic student

data such as LMS interaction, course attendance, grades, etc. We have used advisor

notes that were written by advisors at the University of New Mexico for their assigned

students. It is to be noted that all of the advisor notes have been anonymized in

order to keep student information confidential. Data was simulated for 100 students

and was passed to the ontology.

To demonstrate the implementation presented in this thesis we will have three

different examples. The first is students that have been categorized as high risk based

on the rules presented in table 3.9. Figure 4.1 shows the categorization of students

that had no engagement with LMS, excessive course absences, and low assignment

or test scores as high risk.

Similarly, in figures 4.2 and 4.3 we demonstrate the students that were categorized

based on the rules listed in table 3.9 to their respective groupings.
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Figure 4.1: Example High Risk Output from Protege.

Figure 4.2: Example Medium Risk Output from Protege.
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Figure 4.3: Example Low Risk Output from Protege.
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Discussion

The results obtained in the experimentation were promising although adding uncer-

tainty to the rules would provide more assurance over the results obtained. As we

learned in chapter 3, the Naive Bayes classifier is trained with movie review data

which may not be sensitive to our use case. In order to achieve more accurate results

training this classifier with data that is more sensitive to our use case is vital. In our

experimentation we composed an algorithm to perform topic extraction on advisor

notes but we noticed that in some cases we were losing information that might be

important for early alerts. So the need to experiment with a semantic reader instead

of topic extraction became important. In chapter 2 one can observe some of the

predictive capabilities that using in-depth University LMS can provide. Unfortu-

nately, during the time of experimentation this data was inaccessible therefore we

were unable to experiment with some of the capabilities we learned about.
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A Part-Of-Speech Tagset

45



Appendix A

Part-Of-Speech Tagset

Table A.1: POS Tag Description

POS Tag Description Example

CC coordinating conjunc-

tion

and

CD cardinal number 1, third

DT determiner the

EX existential there there is

FW foreign word d?hoevre

IN preposition, subordi-

nating conjunction

in, of, like

IN/that that as subordinator that

JJ adjective green

JJR adjective, compara-

tive

greener

JJS adjective, superlative greenest

LS list marker 1)
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MD modal could, will

NN noun, singular or mass table

NNS noun plural tables

NP proper noun, singular John

NPS proper noun, plural Vikings

PDT predeterminer both the boys

POS possessive ending friend’s

PP personal pronoun I, he, it

PP$ possessive pronoun my, his

RB adverb however, usually, nat-

urally, here, good

RBR adverb, comparative better

RBS adverb, superlative best

RP particle give up

SENT Sentence-break punc-

tuation

. ! ?

SYM Symbol / [ = *

TO infinitive to? togo

UH interjection uhhuhhuhh

VB verb be, base form be

VBD verb be, past tense was, were

VBG verb be, gerund/pre-

sent participle

being

VBN verb be, past partici-

ple

been

VBP verb be, sing. present,

non-3d

am, are
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VBZ verb be, 3rd person

sing. present

is

VH verb have, base form have

VHD verb have, past tense had

VHG verb have, gerund/p-

resent participle

having

VHN verb have, past par-

ticiple

had

VHP verb have, sing.

present, non-3d

have
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Appendix A. Part-Of-Speech Tagset

VHZ verb have, 3rd person

sing. present

has

VV verb, base form take

VVD verb, past tense took

VVG verb, gerund/present

participle

taking

VVN verb, past participle taken

VVP verb, sing. present,

non-3d

take

VVZ verb, 3rd person sing.

present

takes

WDT wh-determiner which

WP wh-pronoun who, what

WP$ possessive wh-

pronoun

whose

WRB wh-abverb where, when

# # #

$ $ $

” Quotation marks ”

“ Opening quotation

marks

“

( Opening brackets ( {

) Closing brackets ) }

, Comma ,

: Punctuation -;:...
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