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ABSTRACT 

 

 The field of observational seismology has made tremendous progress in the past 

two decades. This progress has been multi-faceted in form, but significant contributions 

emanated from 1) increases in both the quality and the quantity of seismic data 2) 

advances in computational power 3) advances in algorithmic capability, including 

machine learning.  In this dissertation I report on three distinctly different seismic 

applications made possible by the aforementioned progress and discuss the insights 

these applications have provided in understanding volcanic and near surface processes 

of the Earth.  

In the first chapter titled, “Shear Velocity Evidence of Upper Crustal Magma 

Storage Beneath Valles Caldera” I present the first local Vs tomographic images of the 

Valles Caldera magmatic system from ambient noise Rayleigh dispersion using a dense 
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(∼750 m mean spacing) transect (∼71 km length) of nodal seismographs. An ∼6 km 

wide low-Vs anomaly (Vs < 2.1 km/s) is located at ∼3–10 km depth. Assuming magma in 

textural equilibrium, the new tomography suggests that melt fractions up to ∼17%–22% 

may be present within the upper crustal depth range where previously erupted rhyolites 

were stored. This work was peer reviewed and published in Geophysical Research 

Letters and is available for open access digital download.  

 In the second chapter titled, “Seasonality and spatial variability in shallow 

velocity structure (dv/v) at the Albuquerque Seismic Laboratory using a Repeating 

Impulsive Source”  I make use of a novel impulsive repeating source to measure shallow 

velocity structure (dv/v) over multiple years and investigate small-scale spatial variability 

of dv/v across a small-aperture (∼500 m) array of high quality posthole seismometers 

and two deep (90 and 188 m) borehole seismometers at the Albuquerque Seismic 

Laboratory (ASL). A consistent and clearly resolvable seasonal dv/v oscillation with an 

amplitude of ∼0.2% is broadly present on all ASL borehole and array stations. Through 

some simple logical deductions, a hydrological source mechanism is determined to be a 

likely candidate. However, the presence of small-scale spatial variability in dv/v indicates 

measurements are sensitive to structure on the order of 100’s of meters. I further 

demonstrate such sensitivity has the potential to obscure smaller amplitude shorter 

time scale signals, and highlight the importance of spatiotemporal analysis of dv/v. 

Work from this chapter has been submitted for peer review.   

In the third and final chapter titled, “Background Seismic Noise Levels Among the 

Caribbean Network and the Role of Station Proximity to Coastline” I calculate power 
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spectral density over > 15 years to examine seismic background noise within the 0.05-

300 s period range from the nine-station Caribbean seismic network (CU) distributed 

throughout the Caribbean region. I document wide variability in noise levels among the 

stations and describe the most discernable first order signals observed.  One of the most 

prominent signals occurs in the 0.75-3 s band where power levels are systematically 

elevated and decay as a function of proximity to coastline.  A simple surface wave 

amplitude decay model fits the observed decay well with geometric spreading being the 

most important factor for stations near the coast (< ∼ 50 km). Furthermore, this 

relationship is absent in the 4-8 s range more typical of globally observed secondary 

microseism. This dichotomy suggests that 0.75–3 s power arises from nearshore wave 

action and locally overwhelms more distant and spatially distributed secondary 

microseism generation. Regardless of source, application of this basic model indicates 

that a power reduction of ∼25 dB can be achieved by simply installing the seismometer 

25 km away from the coastline. Work from this chapter has also been submitted for 

peer review.  
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1.1 Abstract  

 

Valles Caldera was formed by large rhyolitic eruptions at ∼1.6 and 1.23 Ma and it hosts 

post-caldera rhyolitic deposits as young as ∼69 ka, but the contemporary state of the 

magmatic system is unclear. Local seismicity beneath Valles Caldera is rare and shear-

velocity (Vs) structure has not been previously imaged. Here, we present the first local 

Vs tomography beneath Valles Caldera using ambient noise Rayleigh dispersion from a 

∼71 km transect of nodal seismographs with mean spacing of ∼750 m. An ∼6 km wide 
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low-Vs anomaly (Vs < 2.1 km/s) is located at ∼3-10 km depth within the 1.23 Ma 

caldera’s ring fracture. Assuming magma in textural equilibrium, the new tomography 

suggests that melt fractions up to ∼17–22% may be present within the upper crustal 

depth range where previously erupted rhyolites were stored. 

1.2 Introduction   

Understanding the current state and evolution of caldera-forming magmatic systems is 

an important challenge because these systems exhibit diverse life-cycles with a wide 

variety of hazardous eruptive scenarios (Cashman & Giordano, 2014; Wilson et al., 

2021). Valles Caldera was formed by two rhyolitic eruptions that each deposited >300 

km3 dense rock equivalent at ∼1.6 and ∼1.23 Ma, respectively (Goff et al., 2014; Cook 

et al., 2016; Wu et al., 2021; Nasholds and Zimmerer, 2022). It is often considered the 

type example of a resurgent caldera with a central dome, Redondo Peak, that was 

uplifted within ∼54 Kyr of the last caldera-forming eruption and peripheral post-caldera 

rhyolite flows following the contour of its ring fracture (Figure 1; Smith and Bailey, 1968; 

Philips et al., 2007; Kennedy et al., 2012). The clarity of its geological record of caldera-

forming processes contrasts with the uncertain contemporary state of the underlying 

magmatic system.  
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Figure 1. Study area map and example data. a) A topographic map centered on Valles 

Caldera is shown with semi-transparent fill indicating major rhyolitic outflows colored by 

time of eruption. Blue triangles are nodal seismographs. A black dotted line shows the 

surficial trace of the ring fracture from the 1.23 Ma eruption. The green dotted line 

encloses the area with ≥350° C/km geothermal gradient (Morgan et al., 1996) and 

squares are borehole locations. Borehole B-12 is the deepest at ∼3.2 km (Nielson & 

Hulen, 1984). A yellow hexagram shows the virtual source used in panel c. Line, A-A’, 

delineates the tomographic cross section. The left inset shows regional physiographic 

provinces: Colorado Plateau, Basin and Range, Rocky Mountains, and Rio Grande Rift. 

Semi-transparent tan fill shows the RGR. Solid black fill shows Cenozoic volcanic fields of 

the Jemez lineament. Solid red fill shows the Jemez volcanic field which includes Valles 

Caldera and the black square outlines the extent of the main figure. b) Noise cross 

correlations are shown filtered from 3 to 9 s and stacked at a distance interval of 1 km. 

c) A virtual source gather is shown using a northern station and 3–5 s bandpass filter. 

Black dotted lines denote the 1.23 Ma caldera’s ring fracture. 

 

Post-caldera volcanism primarily occurred between ∼1.23 and 0.5 Ma and the 

subsequent quiescence was interrupted by eruption of the ∼74 ka El Cajete pyroclastic 

deposits and ∼69 ka Banco Bonito rhyolite flow near the southwestern moat of the 
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caldera (Philips et al., 2007; Zimmerer et al., 2016; Nasholds & Zimmerer, 2022). 

Petrologic evidence suggests that the Banco Bonito lavas were generated by renewed 

intrusion of more mafic melt (Wolff & Gardner, 1995). The potential occurrence of more 

recent magma recharge is unresolved. A lack of contemporary seismicity beneath Valles 

Caldera may indicate a stable cooling reservoir or primarily ductile deformation due to 

high crustal temperatures (Sanford et al., 1979; House & Roberts, 2020; Nakai et al., 

2017). Boreholes drilled for geothermal exploration and basic science document high 

geothermal gradients of up to ∼350–450 °C/km just west of the caldera’s center (Figure 

1; Morgan et al., 1996). Most boreholes within the caldera encountered high-

temperature alteration but a dearth of magmatic fluids suggesting a shrinking 

hydrothermal system (Nielson & Hulen, 1984; Goff & Gardner, 1994). Broader analysis 

of shallow hydrothermal fluids within and surrounding Valles Caldera indicates ongoing 

transport of mantle-derived helium consistent with input of mafic melts at depth (Goff 

& Janik, 2002; Blomgren et al., 2019).  

Seismic imaging provides insight into the contemporary abundance of magma in 

the upper crust beneath Valles Caldera. Early P-wave studies indicated low P-velocity 

(Vp) and elevated attenuation beneath the caldera (Ankeny et al., 1986; Roberts et al., 

1991, 1995). Teleseismic P-wave data from the 1993–1994 Jemez Tomography 

Experiment (JTEX) enhanced resolution within the caldera and revealed a low-Vp 

anomaly between ∼5 and 20 km depth in the shape of a vertically elongated ellipsoid 

with a Vp reduction of −23% (Steck et al., 1998). Following JTEX, there was a long hiatus 

in data collection for local imaging. Denser arrays and application of newer seismic 
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methods such as ambient noise surface wave tomography could add valuable S-velocity 

(Vs) constraints with complementary sensitivity to melt, improve depth-resolution, and 

better facilitate comparison of Valles Caldera to other systems that may be in a similar 

life-cycle stage (e.g., Schmandt et al., 2019). 

Here, we present the first local Vs tomography beneath Valles Caldera by 

applying ambient noise Rayleigh wave tomography to data from a new dense seismic 

transect (Figure 1). Short-period Rayleigh wave dispersion constrains absolute Vs in the 

middle to upper crust and the mean seismograph spacing of ∼0.75 km provides the 

ability to recover local variations in structure along the ∼71-km transect. The new Vs 

tomography results are used to estimate the potential depth interval and concentration 

of magma beneath Valles Caldera. 

1.3 Data and methods 

1.3.1 Data 

Continuous seismic data were recorded with 97 three-component Magseis-Fairfield 

nodal seismometers. The stations were deployed along a ∼71 km NNE striking linear 

transect across Valles Caldera (Figure 1) with a spacing of ∼750 m and operated 

between 29 September, 2019, and 9 November, 2019. The nodal seismographs were 

coupled to the ground with stakes but not buried to minimize environmental impact. 

Ten seismographs tipped during deployment, presumably due to wildlife interactions 

based on frequent observations of elk and cattle. Three of the tipped stations had >10 

days of data that were recovered by identifying the day that inter-station noise 

correlations abruptly changed. Tipped nodes are noted in Appendix 1.A (Table S1). 
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1.3.2 Ambient noise correlations 

Ambient noise cross-correlation functions were calculated from ambient seismic noise 

following Bensen et al. (2007). The data were down-sampled to 10 Hz, bandpass filtered 

from 0.02 to 2 Hz, normalized in the time domain using a running absolute mean, and 

then whitened before cross-correlation. Correlations were computed for 4-hr half-

overlapping time windows throughout the continuous data (e.g., Seats et al., 2012) and 

then all correlations for each station pair were linearly stacked to preserve phase (Yang 

et al., 2023). We focus on the vertical-vertical (ZZ) component cross-correlations which 

show clear fundamental mode Rayleigh waves on the positive and negative lag portions 

of the symmetric cross correlations (Figure 1b).  

 

1.3.3 Phase velocity dispersion 

Phase velocity dispersion curves were calculated using the automated frequency-time 

analysis (FTAN) method (Levshin et al., 1972; Bensen et al., 2007). We focus on 3–9 s 

periods that are sensitive to the upper and middle crust (Figure S1 in Appendix 1.A). 

Below 3 s period clear fundamental mode Rayleigh waves were not observed. Beyond 9 

s period the ∼71-km long transect provides few measurements with inter-station 

spacing greater than our minimum of 1.5 wavelengths. To boost the signal-to-noise ratio 

as well as to reduce the potential effects of inhomogeneous noise source distribution, 

we averaged the positive and negative portions of the cross-correlation functions. We 

retained measurements with phase velocities between 1 and 4.6 km/s, signal-to-noise 
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ratio > 5, and wavelengths > 1.5, resulting in 2,749 total dispersion curves available for 

phase velocity tomography (Figure S2 in Appendix 1.A). 

1.3.4 Phase velocity tomography  

A damped least-squares method was used to invert inter-station phase velocity 

dispersion measurement for phase velocity along the transect for periods between 3 

and 9 s (e.g., Wilgus et al., 2020). At 4 s period there are ∼1,300 inter-station phase 

velocity measurements used for tomography. This number decreases with increasing 

period as the 1.5 wavelength requirement becomes a larger fraction of array length 

(Figure S3 in Appendix 1.A). The inversion was conducted with straight rays on a 0.5 km 

grid along linear transect A-A′ shown in Figure 1. To reduce the influence of potential 

outliers among the dispersion measurements, a two-stage inversion approach was used 

in which measurements with travel time residuals beyond two standard deviations after 

the first inversion were removed and then the inversion was repeated (e.g., Wang et al., 

2017).  

1.3.5 Shear velocity inversion and modelling  

Phase velocity dispersion curves from 3 to 9 s period were extracted for 144 locations 

along the transect to invert for Vs as a function of depth from the surface. We closely 

followed the workflow of Wilgus et al. (2020) using a Bayesian Markov chain Monte 

Carlo (BMMC) approach to obtain an ensemble of Vs models capable of fitting the 

dispersion measurements (Shen et al., 2013). The subsurface Vs structure is represented 

by a total of 9 parameters, consisting of 7 b-splines for Vs in the middle to upper crust, a 

depth transition to an underlying half-space at 20–23 km, and Vs in the half-space. To 
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accommodate potentially strong heterogeneity in the upper crust and diminishing 

resolution with depth, the prior distribution is wider in the upper crust and narrows with 

depth (Figure S1 and Table S2 in Appendix 1.A). Phase velocity sensitivity kernels show 

that 90% of the sensitivity for the longest period Rayleigh wave, 9 s, is located above 21 

km depth. Consequently, the parameterization transitions from 7 b-splines to a half-

space within a depth range of 20-23 km (Figure S1 in Appendix 1.A). The BMMC 

inversion explores the model space, iteratively predicting dispersion (pi), and evaluating 

the fit to the observed dispersion (di) with a reduced Chi-square misfit equation 𝜒2 =

𝑛−1  ∑  𝜎𝑖
−2(𝑑𝑖  − 𝑝𝑖)

2𝑛
𝑖=1 , where 𝜎  is uncertainty and n is the number of discrete 

periods. A total of 2 million iterations were used at each point along the transect. The 

best 2,000 models at each location are used as the posterior distribution and the mean 

of the ensemble is used for constructing the final Vs profile. All forward calculations of 

phase velocity were conducted with software from Computer Programs in Seismology 

(Herrmann, 2013) using empirical crustal rock scaling relationships between Vs, Vp, and 

density (Brocher, 2005). 

Multiple estimates of phase velocity uncertainty were tested in the Vs 

inversions. We chose to use a fixed value of 25 m/s, which results in a mean Chi-squared 

misfit of 1.7 (Figure S4 in Appendix 1.A). An alternate approach using bootstrap 

resampling and repeated phase velocity tomography (e.g., Jiang et al., 2018) resulted in 

smaller uncertainties and a greater mean 𝜒2 misfit of 14.8. Results based on different 

uncertainty choices show that the geometry of major features of the model is stable but 

small variations in the amplitude of velocity anomalies are present (Figure S5 in 
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Appendix 1.A). For instance, using the smaller uncertainties from the bootstrap 

approach results in a slightly lower minimum Vs of ∼1.95 km/s rather than ∼2.0 km/s.  

1.3.6 Teleseismic P-wave relative delay times  

The dense spacing of the nodal seismograph array provides an opportunity to observe 

teleseismic P-wave residual times as a simple metric of consistency with prior P-wave 

studies and consistency between any major Vp and Vs anomalies. However, the brief 

deployment did not provide many high-quality events. One of the clearest teleseismic P-

waves observed when most nodes were operating is shown in Figure 2. The event 

occurred in Japan and the P-wave approaches Valles Caldera from the northwest. The 

seismograms were bandpass filtered from 0.25 to 0.75 Hz and aligned based on travel 

time predictions for the AK135 velocity model (Kennett et al., 1995). Seismograms with 

signal-to-noise amplitude ratios < 3 were removed. Relative alignment of the 

seismograms with multi-channel cross correlation was used to identify Vp anomalies 

sampled by steeply incident P-waves (VanDecar & Crosson, 1990). Since there is ∼1.8 

km topographic relief along the transect, we applied elevation corrections assuming an 

upper crustal Vp of 5.5 km/s based on estimates from controlled source and earthquake 

travel time tomography (Ankeny et al., 1986).  



10 
 

Figure 2. Comparison of teleseismic P-wave lag times and 3–5 s Rayleigh wave phase 
velocities.  a) The map shows the M5.7 earthquake location (yellow hexagram) and the 
Valles transect (blue triangle). b) Waveforms are shown across the Valles transect (A-A') 
filtered from 0.25 to 0.75 Hz. Blue dotted lines denote the 1.23 Ma ring fracture. c) P-
wave lag times corrected for topography. A black arrow corresponds to the incoming 
azimuth of the P-wave. Orange dotted line encloses Vp anomaly <−10% at 7.5 km depth 
(Steck et al., 1998). Missing nodes were either not recording during the event or had 
signal-to-noise amplitude ratios <3. d) Period averaged (3–5 s) phase velocity is plotted 
along A-A'. 

 

1.4 Results 

1.4.1 Phase velocity pseudo cross-section 

The depth of peak sensitivity for Rayleigh wave phase velocity increases with period 

such that plotting the phase velocities beneath each point along the transect provides a 

pseudo cross-section perspective on local crustal structure (Figure 3b). The most 

prominent feature of the pseudo cross-section is a low-velocity anomaly for periods 

between ∼3 and 5 s beneath the Redondo Peak resurgent dome, with the lowest 
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velocity found for ∼4 s period (Figures 2d and 3c). Beneath the central caldera across a 

width of ∼6–8 km within ring fracture, 3–5 s phase velocities are ∼12%–15% lower than 

the array mean, ∼2.3–2.4 km/s (Figure 2d and 3c). The magnitude of the low-velocity 

anomaly makes it visible in virtual source gathers of noise correlations as a deflection in 

the Rayleigh wave arrival as it crosses the central caldera within the ring fracture (Figure 

1c). Phase velocity tomography resolution tests demonstrate that a prominent low-

velocity anomaly within the caldera’s ring fracture is resolvable with the available data 

coverage, but the magnitude of the velocity anomaly would be slightly underestimated 

(Figures S6 and S7 in Appendix 1.A). A test with an input anomaly of −20% in phase 

velocity across a 6 km width resulted in a recovered minimum velocity of −17.5% (Figure 

S6 in Appendix 1.A). Other phase velocity features include low velocities (∼2.5 km/s) at 

3–4 s period on the northern flank of the caldera (∼45–55 km transect distance) and 

high velocities (∼3.1 km/s) at 3–4.5 s on the southern flank of the caldera (∼15–23 km 

transect distance; Figure 3b).  
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Figure 3. Tomographic cross-sectional (A-A’) images of Valles Caldera. a) Smoothed 

topography along A-A’ with 3x vertical exaggeration. Redondo Peak (labeled) is the 

highest elevation point of the resurgent dome.  Blue triangles are seismograph locations 

and dotted lines show locations of the 1.23 Ma ring fracture associated with eruption of 

the upper Bandelier tuff (Tshirege member). b) Phase velocity as a function of period (3–

9 s) is shown along the transect. c) Shear velocity is shown as a function of distance 

along the transect and depth beneath the surface with no vertical exaggeration.  

 

1.4.2 Shear velocity cross-section 

Inversion for Vs provides constraints on absolute Vs as a function of depth. Extremely 

low Vs (< 2.1 km/s) is found from ∼3-10 km depth across a width of ∼6 km within the 

1.23 Ma caldera’s ring fracture (Figure 3c). The low-velocity anomaly within the Vs < 2.1 

km/s contour corresponds to an ∼32% Vs reduction compared to the mean across the 

array. The anomaly’s location under the Redondo Peak resurgent dome is slightly offset 

from the area of highest geothermal gradients, however most boreholes were drilled on 
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the west side of Redondo Peak, whereas the nodal array crossed closer to the center of 

the dome (Figure 1). The highest 𝜒2 misfit values (>4) are situated on either side of the 

low-Vs anomaly (Figure S4 in Appendix 1.A), suggesting that phase velocities near the 

edges of the anomaly are difficult to fit with locally 1D velocity structure. Aside from the 

low-velocity anomaly beneath Redondo Peak, there is a low-velocity anomaly with Vs of 

∼2.2–2.5 km/s on the northern flank of the caldera (transect distance of ∼45–55 km), 

but unlike the central caldera anomaly its depth extent is restricted to the uppermost 

∼2 km (Figure 3c, Figure S8 in Appendix 1.A).  

1.4.3 Teleseismic P-wave lag times 

P-wave travel time lags of up to ±0.65 s were measured for a clearly recorded 

teleseismic earthquake (Figure 2c). A deflection in the P-wave arrival can be seen in the 

waveforms recorded within the caldera’s ring fracture (Figure 2b). Delayed arrivals, 

indicative of low Vp at depth, are located on the Redondo Peak resurgent dome within 

the Valles Caldera ring fracture (Figure 2b). The location of the most delayed arrivals is 

consistent with previous P-wave studies that used seismographs with larger inter-

station spacing but distributed over the area of the caldera rather than in one transect 

(Roberts et al., 1991; Steck et al., 1998). The along-transect distance of the most 

delayed arrivals, ∼0.5–0.65 s, coincides with the area of highest geothermal gradients 

(Morgan et al., 1996). More moderate lag times of ∼0.3 s extend south from Redondo 

Peak to ∼10 km beyond the southern edge of the caldera (Figure 2c). The broad width 

of the ∼0.3 s delays is consistent with a deeper origin located west of the nodal transect 

based on the ∼315° back-azimuth of this event (Figure 2c).  
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1.5 Discussion 

 

The new Rayleigh wave tomography advances insights into local Vs structure within and 

surrounding Valles Caldera. The primary result is strongly reduced Vs beneath the 

resurgent dome, Redondo Peak. A secondary low-Vs anomaly, ∼2.2–2.5 km/s, located in 

the uppermost 2 km on the northern flank of the caldera is more likely related to the 

history of volcanic deposition in the area (Figure 3c). Beginning in the mid-Miocene 

there was intermediate-to-mafic volcanic activity on the north side of the caldera and 

the resulting extrusive rock deposits may cause lower Vs in the uppermost crust that 

contrasts with the southern flank of the caldera (Gardner et al., 1986; Goff et al., 2011). 

The central caldera low-Vs anomaly and its potential implications for the contemporary 

state of the magmatic system are the focus for the remainder of the discussion. 

Within the caldera the lowest Vs volume is concentrated between ∼3 and 10 km 

depth over a width of ∼6 km within the 1.23 Ma ring fracture, where Vs is ∼2.0–2.1 

km/s (Figure 3c). The relative Vs anomaly within that volume is −32%. Prior teleseismic 

P-wave tomography estimated a relative velocity anomaly of −23% within a more 

vertically-elongated ellipsoidal anomaly (Steck et al., 1998). Reflectors previously 

identified by P-wave coda migration at ∼4 km and ∼9−14 km below the surface may 

represent the vertical boundaries of the magma reservoir, but the upper reflector may 

alternatively be related to the contact between tuff deposits and the underlying 

basement rock (Aprea et al., 2002). The availability of absolute Vs in the upper to middle 

crust from this study provides valuable new constraints for estimating the origin of the 
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low-velocity anomaly. Given the Vs anomaly’s location under the resurgent dome and 

that its minimum velocities are located between ∼3 and 10 km depth, it cannot be 

explained by unconsolidated caldera fill. The depth range of the anomaly overlaps 

petrologically estimated storage depths of erupted rhyolites, ∼2.5–9 km (Spell & Kyle, 

1989; Wilcock et al., 2013; Boro et al., 2020). So, we proceed to interpret silicate partial 

melt and magmatic volatiles as probable contributors to the low-velocity anomaly.  

We first consider a base scenario in which melt fraction is estimated assuming a 

composition like that of the ∼69 ka Banco Bonito rhyolite flow (Table S3 in Appendix 

1.A) and that partial melt in the subsurface today is in textural equilibrium. Then we 

proceed to discuss uncertainties that could lead to over- or under-estimation of the melt 

fraction. To predict Vs as a function of the melt fraction, we used the theoretical model 

of Berryman (1980) for an elastic medium with ellipsoidal fluid inclusions (e.g., Paulatto 

et al., 2019). Elastic properties of the solid were calculated with Perple_X assuming bulk 

composition of the Banco Bonito rhyolite, pressure of 170 MPa (∼5 km depth), and a 

temperature of 700°C (Connolly, 2009). The velocity reduction due to partial melt 

depends on the assumed aspect ratio of intergranular melt pockets and aspect ratios of 

∼0.1–0.15 are expected for textural equilibrium (Takei, 2002). In this scenario, Vs of 2–

2.1 km/s would correspond to melt fractions of 17%–22% (Figure S9 in Appendix 1.A). 

We consider textural equilibrium a reasonable assumption because the system has not 

erupted since ∼69 ka and it hosts little seismicity, so any deformation and magmatic 

recharge are expected to be slowly evolving processes.  
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Uncertainties in seismic imaging and the multi-phase structure of the magma 

reservoir could bias the estimated melt fractions. This study benefits from a dense local 

array, but simplifying assumptions include a 2D phase velocity inversion and straight ray 

paths. Resolution tests using these assumptions indicate that ∼85% of the input velocity 

anomaly amplitude could be recovered for a low-velocity anomaly like that imaged 

beneath Redondo Peak (Figures S6 and S7 in Appendix 1.A). A surface wave tomography 

resolution study using 3D synthetic waveforms (e.g., Maguire et al., 2022a) would 

provide a more realistic assessment but it is not considered feasible within the scope of 

this study. Insights from 3-D full wave synthetic tests conducted by Maguire et al. 

(2022a) suggest that conventional surface wave travel time tomography is likely to 

underestimate the true magnitude of Vs reduction in crustal magma reservoirs, but the 

problem is more subdued for magma reservoirs that are large with respect to the inter-

station spacing. In this study, the velocity anomaly of interest is ∼6 km wide in the 

upper crust and the mean inter-station spacing is <1 km so we do not expect severe 

underestimation. 

If the seismic properties are influenced by magmatic volatiles that could bias our 

interpretation of the melt-fraction toward over-estimation. Valles magmas may have 

several percent dissolved volatiles based on past eruptions (Boro et al., 2020; Waelkens 

et al., 2022). As magma cools in the upper crust buoyant volatiles may accumulate in a 

thin low-velocity layer atop the magma reservoir (e.g., Seccia et al., 2011). Such a 

scenario is plausible at Valles Caldera given that boreholes encountered high 

geothermal gradients up to 3.2 km deep (Figure 1) but did not reach magmatic fluids or 
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recently cooled intrusions (Nielson & Hulen, 1984; Goff & Gardner, 1994), so some 

volatiles could be trapped beneath a low-permeability boundary (De Siena et al., 2017; 

Vanorio et al., 2005). Resolution of a potential layer of magmatic volatiles atop a silicate 

melt reservoir may be possible with higher frequency Vp/Vs imaging, such as that 

conducted at Campi Flegrei, because lower Vp/Vs is expected for a trapped volume of 

exsolved volatiles compared to silicate melt (Calò & Tramelli, 2018; Chiarabba & 

Moretti, 2006). However, the paucity of seismicity beneath Valles Caldera hinders the 

ability to conduct similar imaging. Comparison of teleseismic P-wave tomography and 

Rayleigh tomography is complicated by differing resolution, but the existing results do 

not suggest a low Vp/Vs anomaly since the Vs reduction (−32%) is greater than the Vp 

reduction (−23%) reported by Steck et al. (1998). A dominant role for exsolved volatiles 

in creating the low-velocity anomaly further seems unlikely because the high 

geothermal gradients in Valles Caldera are consistent with continued presence of melt 

(Nielsen & Hulen, 1984; Morgan et al., 1996).  

Comparison of the Vs structure beneath Valles Caldera to that of other active 

silicic volcanic fields suggests an active magmatic system. The Laguna del Maule volcanic 

complex, which has hosted many Holocene rhyolite eruptions, exhibits similar Vs 

characteristics with a minimum Vs of ∼2.0 km/s at ∼4 km depth based on ambient noise 

Rayleigh wave tomography (Wespestad et al., 2019). Beneath Yellowstone Caldera the 

minimum Vs of ∼2.15 km/s at ∼3–8 km depth is comparable to Valles Caldera (Maguire 

et al., 2022b), but the width of Yellowstone’s upper crustal anomaly is up to ∼60 km in 

comparison to the ∼6 km width imaged here. Long Valley Caldera’s seismically imaged 
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reservoir appears deeper with a top at ∼8 km and an underlying Vs anomaly extending 

to ∼20 km depth with a minimum Vs of ∼2.5 km/s (Flinders et al., 2018; Nakata & 

Shelly, 2018). Valles Caldera’s Vs structure is more like the examples of Laguna del 

Maule and Yellowstone where the depth interval of the low-Vs anomaly largely overlaps 

typical pre-eruptive rhyolite storage depths of ∼4–10 km (Bachmann & Bergantz, 2008). 

Given the 2D geometry of our study we refrain from detailed estimates of the 3D 

volume of magma beneath Valles Caldera, but a simple approximation of a cylindrical 

volume with radius of 3 km and depth interval of 7 km would enclose most of the low-Vs 

anomaly. An ∼20% melt fraction within the cylinder would correspond to ∼40 km3 of 

magma. Only a fraction of this volume (∼10%–25%, e.g., Annen et al., 2008) would need 

to be mobilized to fuel eruptions analogous to those that produced the ∼4 km3 El Cajete 

pyroclastic deposits from ∼74 ka or the ∼6.8 km3 Banco Bonito rhyolite flow from ∼69 

ka (Wolff et al., 2011; Zimmerer et al., 2016; Nasholds & Zimmerer, 2022). 

Evidence for upper crustal magma storage beneath Valles Caldera highlights 

challenges for hazard monitoring and research. Regional scale geophysical studies show 

that seismicity is locally absent beneath Valles Caldera (Nakai et al., 2017) and the 

adjacent Rio Grande Rift deforms slowly with an extension rate of ∼0.1 mm/year 

(Berglund et al., 2012). Unlike similar settings in the United States such as Yellowstone 

Caldera or Long Valley Caldera, Valles Caldera does not have continuous open-access 

seismic or ground-based geodetic data. There is a local seismic network concentrated on 

the eastern flank of the caldera operated by Los Alamos National Laboratory (House & 

Roberts, 2020), but the data are not openly available and more spatially balanced 
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coverage would be advantageous for detecting microseismicity beneath the caldera. 

Additionally, due to the lack of ground-based geodetic instruments, it is unclear whether 

the apparent lack of seismogenic deformation at Valles Caldera is accompanied by 

slower or ductile strain.  

 

1.6 Conclusion  

We have conducted the first local Vs tomography beneath Valles Caldera using ambient 

noise Rayleigh tomography with a dense linear array. A prominent low-Vs anomaly is 

focused within the 1.23 Ma caldera’s ring fracture. It exhibits a Vs reduction of ∼32% 

and absolute Vs of ∼2–2.1 km/s at depths of ∼3–10 km coinciding with the depths of 

rhyolite storage for past eruptions. The upper crustal Vs reductions in the magma 

reservoir beneath Valles Caldera are similar or more severe than those at systems with 

more abundant evidence of seismicity or surface deformation. Our results indicate the 

potential importance of improved hazard monitoring capacity at Valles Caldera and, 

more generally, affirm that even seismically quiescent volcanic fields should be regarded 

as potential hosts of magma in the upper crust. 
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Appendix 

1.A Supplementary figures 

Figure S1. Vs search range, model parameterization, and example sensitivity kernels. a) 

A uniform prior Vs distribution was used within search range indicated by gray shading. 

b) The shape of the 7 b-spline functions used to parameterize the middle to upper crust 

is shown with solid black lines. The plots in a and b use a depth to half-space of 21 km. 

That depth was allowed to vary from 20-23 km in the inversion. C) Phase velocity 

sensitivity to Vs structure at periods of 3, 5, 7, and 9s calculated from the mean Vs 

profile (Figure 3) using SensKernel-1.0 (Levshin et al., 1989). Note that the BMMC 

inversion does not use these kernels; it accounts for nonlinearity by repeated forward 

modeling. The example kernels are shown here to help illustrate the typical sensitivity of 

the phase velocity measurements. 
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Figure S2. Phase velocity dispersion curves for all interstation paths and those confined 

within the topographically defined caldera. a) Topographic map showing all nodal 

seismographs (gray triangles) and those whose source and receiver are both within the 

topographic caldera (red triangles). b) Dispersion curves for all interstation paths (gray) 

and those whose source and receiver are both within the topographic caldera (red) as 

shown in a.  

 

Figure S3. Number of interstation phase velocity measurements used at each period for 

phase velocity tomography along the transect. 
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Figure S4. Map of average χ2 misfits from the posterior distribution at each Vs inversion 

location. The mean χ2 of all locations, 1.7, is given in the plot. 
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Figure S5. Uncertainty test cases and their BMMC inversion results. a) Uncertainties for 

each of the three cases. Case 1 uses uncertainties from bootstrap resampling of the 

phase velocity results and repeated inversions with the bootstrap samples. Case 2 uses a 

fixed 25 m/s uncertainty at all periods, which is the case presented in the main text. 

Case 3 uses a fixed 50 m/s uncertainty range. b) Misfit map and Vs cross section for case 

1. c) same as b but for case 2. b) same as c but for case 3. Dotted lines in misfit maps 

and Vs cross section show the 1.25 Ma caldera’s ring fracture. 
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Figure S6. Phase velocity resolution test with strongly reduced velocities within the ring 
fracture of the caldera. a) The input structure includes a 6-km wide low-velocity 
anomaly with 4-s Rayleigh wave phase velocity reduced by 20%. For reference, the 
observationally estimated phase velocity anomaly at 4 s period is ∼15% so this test is 
using a more severe anomaly. b) The recovered phase velocities from the inversion of 
synthetic data show that a peak velocity reduction of –17.5% is recovered. Thus, ∼85% 
of the magnitude of the input anomaly was recovered 
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Figure S7. Phase velocity resolution test at 4 s period with alternating positive and 
negative velocity anomalies surrounded by neutral velocities. a) The input structure 
contains 10% velocity anomalies that are 6-km wide and separated by equal-widths of 
neutral velocities. b) All four input anomalies are recovered with slightly reduced 
magnitudes, but the anomalies within the interior of the transect are better resolved 
than those closer to the edges. 
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Figure S8. Phase velocity dispersion predictions and Vs profiles of the 2,000 best BMMC 

models at three points along the transect. The three points are shown and labeled on 

the Vs cross-sectional image from figure 3 in the top row. The middle row shows 

dispersion observations and uncertainties (black) and prediction ensembles (red) for 

each point. Corresponding 1D Vs profiles as a function of depth are shown in the bottom 

row. Green line is the mean of the posterior distribution. 
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Figure S9. Vs as a function of melt fraction over aspect ratios indicative of textural 

equilibrium, 0.1 to 0.15. Solid phase Vs values were determined using the ∼69 ka Banco 

Bonito rhyolite composition at 170 MPa (∼5 km depth), and 700 C°. A density of 2.2 

kg/m3 and bulk modulus of 9 GPa were assumed for the melt phase.     
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1.B Supplementary tables 

Station name Latitude Longitude Approximate day of tip 

28 35.89744 -106.5471 Before 10-10-2019 

33 35.93139 -106.5132 Before 10-10-2019 

37* 35.97542 -106.5064 10-30-2019 

1011 35.86139 -106.563 Before 10-10-2019 

1015 35.87358 -106.5505 Before 10-10-2019 

1017* 35.88239 -106.548 10-20-2019 

1019 35.92355 -106.5313 Before 10-10-2019 

1020 35.93081 -106.5302 Before 10-10-2019 

1024* 35.96445 -106.5131 10-20-2019 

1027 35.99831 -106.4988 10-10-2019 

 
Table S1. List of stations that tipped at some point during deployment. Stations with 
asterisk recorded >10 days of data that were used for ambient noise cross correlations. 
The other tipped stations were not included in our analysis.  
 

Spline # Lower bound Upper bound  

1 1.50 3.00 

2 1.50 3.10 

3 1.60 3.25 

4 1.70 3.55 

5 1.95 3.65 

6 2.90 3.70 

7 3.30  3.70 

 
Table S2. Prior velocity range for each b-spline parameter in BMMC inversion. 
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Oxide Weight% 

SiO2 74.2 

AI2O3 13.24 

Fe2O3 1.82 

MgO 0.67 

CaO 1.49 

Na2O 3.85 

K2O 4.36 

 
Table S3. Weight percent bulk major oxide compositions from Banco Bonito, the 
youngest dated rhyolite flow at Valles Caldera (Fig. 1; Spell and Kyle, 1989). 
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2.1 Abstract 

 

Fractional changes in arrival times of late arriving seismic coda can provide details of 

time-dependent changes in relative velocity structure of the Earth (dv/v) and can often 

provide insights into evolving tectonic and environmental processes. Despite the 

significant contributions that measurements of dv/v have provided in understanding 

shallow subsurface processes, work focused on characterizing spatial variability and 

uncertainties associated with these measurements is uncommon. Here we make use of 

a repeating, impulsive source to assess lateral and vertical spatial variability of dv/v 
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measurements across a small-aperture (∼500 m) array, of posthole and borehole 

seismometers at the Albuquerque Seismological Laboratory (ASL). We use the moving 

window cross spectrum method to measure dv/v within the 4 to 12 Hz coda energy of 

the source. A consistent seasonal dv/v oscillation of ∼0.2% amplitude occurs at all 

stations with the minimum in winter and maximum in late summer, which we propose is 

linked to concentration of annual precipitation during the late summer. Among the 

sensors in the small-aperture array, we find dv/v amplitude variability of ∼0.1% at 1 

standard deviation, half the seasonal dv/v oscillation amplitude of ∼0.2%. Thus, the 

seasonal oscillations are in phase across the array, but small-scale local structure may 

substantially modulate their amplitudes. Slight differences in the seasonal oscillation 

found at two of the sites may be linked to heterogeneous stratigraphy, which suggests 

dv/v measurements at frequencies of ∼4-12 Hz are sensitive to receiver side structural 

variations over ∼100 m scale laterally and with depth. These results serve to inform 

future studies of spatiotemporal variations in dv/v.  

2.2 Introduction  

Measurements of fractional changes of arrival times in late arriving seismic energy 

(coda), sometimes referred to as coda wave interferometry, often assume that coda is 

composed of the summation of randomly scattered waves (Aki, 1969; Aki & Chouet, 

1975) and that changes in subsurface velocity structure are spatially homogenous 

(Snieder et al., 2002; Snieder, 2006). These assumptions lead to a fundamental relation 

underlying coda wave interferometry studies: that a change in arrival time (t) is directly 

correlated to the negative of a velocity (v) change, dt/t = -dv/v.  
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Monitoring changes in velocity structure through time (dv/v) can provide insight into 

how stress, strain, and poroelastic properties like pore pressure vary in Earth’s shallow 

subsurface. More specifically, variations in dv/v have been correlated to discrete 

tectonic and volcanic events, groundwater fluctuations, and oscillatory environmental 

forcing from rainfall, snowpack, surface temperature, atmospheric pressure, and 

permafrost cycles (Obermann & Hillers, 2019). However, the study of dv/v is a relatively 

young field of seismologic research and questions remain as to how these causal 

mechanisms would manifest in a dv/v signal and how local geologic structure around 

the seismometers might influence measurements of dv/v.  

Some of the earliest dv/v studies investigated the potential to monitor changes 

in stress (Reasenberg and Aki, 1974; Poupinet et al., 1984) and subsequent controlled 

experiments further demonstrated the feasibility of this approach (Gret et al., 2006; 

Silver et al., 2007; Niu et al., 2008). Since the mid-2000s, with the advent of seismic 

ambient noise interferometry as a continuous source (Lobkis and Weaver, 2001; 

Snieder, 2004; Shapiro and Campillo, 2004), dv/v measurements have been increasingly 

used to provide insight into stress and strain changes due to tectonic and volcanic 

processes. For example, Brenguier et al., (2008) associated a sharp dv/v decrease during 

the September 9, 2004 Mw6 Parkfield earthquake and its subsequent long-term 

recovery with coseismic and postseimic stress changes. Rivet et al., (2011) extended the 

use of dv/v from ambient noise interferometry to infer strain state. In that study, a 

decrease in dv/v was interpreted to result from nonlinear deformation in the 
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continental crust during a slow slip event in Mexico. Finally, using repeating earthquakes 

Hotovec‐Ellis et al., (2022) identified dv/v cycles coincident with surface observed 

episodic collapse of the volcanic edifice at Kilauea volcano. Ultimately, dv/v 

measurements were suggested to be capable of monitoring magmatic inflation and 

deflation cycles (volumetric strain) over ∼2 months during the 2018 event. The 

literature on monitoring tectonic and volcanic processes in the crust with dv/v is 

extensive, we simply survey these few examples as a demonstration.  

Despite the potential insight dv/v can provide into crustal processes, these 

measurements must be interpreted carefully because there are many potential 

influences. They are often dominated by independent seasonal oscillations in both 

active tectonic (e.g., Hillers et al., 2015; Liu et al., 2020; Li et al., 2021) and volcanic (e.g., 

Sens‐Schönfelder and Wegler, 2006; Hotovec-Ellis et al., 2014; Donaldson et al., 2019) 

settings. These seasonal oscillations can be so strong that they must be systematically 

removed to resolve tectonic signals of interest (e.g., Tsai et al., 2011; Clements and 

Denolle, 2018; Wang et al., 2019; Feng et al., 2021). However, seasonal oscillations also 

provide unique information about temporal variations in near near-surface material 

properties. Seasonal oscillations of dv/v have been used to infer poroelastic variation of 

shallow structure in response to fluctuations of groundwater (e.g., Sens‐Schönfelder and 

Wegler, 2006; Hillers et al., 2014; Clements and Denolle, 2018; Clements and Denolle, 

2023) and precipitation (e.g., Hillers et al., 2014; Wang et al., 2017; Feng et al., 2021). 

Additionally, these seasonal oscillations in dv/v may arise through other environmental 

forces including surface loading from rainfall (Froment et al., 2013; Obermann et al., 
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2014) and snowpack (Hotovec-Ellis et al., 2014, Donaldson et al., 2019), as well as 

surface temperature changes (Meier et al., 2010; Hillers et al., 2015) and changes in 

atmospheric pressure (Silver et al., 2007; Niu et al., 2008; Gradon et al., 2021). The 

ability for dv/v to provide useful insights into both surface and deeper crustal processes 

is contingent upon correct interpretation of the causal physical processes responsible 

for the dv/v signal. This is often difficult due to uncertainties that can arise from 

temporal overlap (superposition) of numerous seasonal signals, potential phase delays 

associated with physical processes (i.e. diffusion rate), frequency dependent spatial 

sensitivity of scattered waves, atmospheric and tectonic environment of the study 

region, and seasonal stability of the source (Wang et al, 2020). 

Sources used for dv/v studies can be repetitive controlled sources (Silver et al., 

2007, Gret et al., 2006), repetitive natural sources like highly similar earthquakes 

(Poupinet et al., 1984, Hotovec-Ellis et al., 2022), and ambient seismic noise processed 

into empirical Green’s functions at regular intervals (Campillo and Paul, 2003; Lecocq et 

al., 2014). Ambient noise is particularly well suited as it does not require a discrete 

ballistic source and its continuous activity allows for increased temporal resolution of 

dv/v. However, some complexity can arise when using ambient seismic noise as a 

source. The Green’s functions from cross correlations can be sensitive to changes in the 

ambient noise source distribution (Stehly et al., 2006), changes in the frequency content 

(Zhan and Clayton, 2013), and instrument timing issues (Hable et al., 2018). Although 

coda may be less sensitive to noise source distributions than direct arrivals (Froment et 

al., 2010). An ideal dv/v source would be consistent in amplitude, have a fixed spatial 
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location, repeat frequently over long periods of time, and exhibit coherent long-

duration coda upon arrival. Some recent studies use opportunistic cultural sources that 

approach these preferable source characteristics to measure dv/v (Pinzon‐Rincon et al., 

2021; Sheng et al., 2022; Stairs et al., 2023). Such sources may effectively mitigate 

uncertainties associated with traditional source studies and allow for more detailed 

constraints on spatial variability of dv/v measurements.  

The spatial extent of dv/v observations is controlled by sensitivity of scattered 

waves in the late arriving coda and the interstation distance over which ambient noise 

cross correlation is conducted. In a simplified tectonic setting, scattered wave sensitivity 

focuses near the source and receiver (Obermann et al., 2013; Mayor et al., 2014; 

Margerin et al., 2016) and in applications of dv/v the variability between stations can, in 

part, be attributed to localized sensitivity to structure. In some cases, measurements of 

dv/v can vary widely between adjacent stations (Meier et al., 2010; Li et al., 2021; 

Bonilla & Ben-Zion, 2021; Rodríguez Tribaldos, & Ajo‐Franklin, 2021). Large interstation 

distances ∼10s of km, typical of long-term broadband deployments, can exacerbate 

variability or may average out local changes from structure (Meier et al., 2010). Such 

variability has prompted a shift toward single station analysis with autocorrelation or 

cross-component correlation, which serves to focus sensitivity by collocating the source 

and receiver (e.g., Wegler and Sens‐Schönfelder, 2007; Ueno et al., 2012; Kim and Lekic, 

2019; De Plaen et al., 2019; Donaldson et al., 2019; Feng et al., 2021; Clements and 

Denolle, 2023). However, autocorrelation can increase the signal-to-noise ratio of higher 

frequency energy. Consequently, dv/v measurements from autocorrelation likely have 
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higher contributions of body wave scattering, which is sensitive to different structure 

(Barajas et al., 2022) and may be optimal at different frequencies than surface wave 

scattering measured in more conventional source-receiver studies (Kim and Lekic, 2019; 

Donaldson et al., 2019; Clements and Denolle, 2023). 

In this study, we measure dv/v over multiple years to investigate small-scale 

spatial variability of dv/v across a small-aperture (<600 m) array of posthole 

seismometers and two deep (90 and 188 m) borehole seismometers at the Albuquerque 

Seismic Lab (ASL; Figure 1). As opposed to using more common active and passive 

sources, we use the coda of a fixed location, impulsive, repeating, cultural source which 

provides important simplifications that serve to mitigate extraneous signals and 

uncertainty in dv/v. Ultimately, we seek to quantify the consistency of dv/v 

measurements between nearby similarly installed high-quality sensors observing a 

highly repetitive controlled source to determine the relative influences of small-scale 

geologic structure and sensor installation. 
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Figure 1. Topographic map showing sensor locations used in this study at the 
Albuquerque Seismic Laboratory. Orange markers are sensors that are part of the Global 
Seismographic Network (GSN) Station ANMO which includes two borehole 
seismometers: an STS-5 at 90 m and STS-6 188 m depth and a weather station (square) 
located on the surface. Blue triangles are small-aperture array stations each installed at 
∼2.6 m depth, with names ASA1 through ASA6, ASL8, and ASL9 numbered accordingly. 
Red line shows path and azimuth of Z-machine source signal used in this study. Blue 
dashed line shows depth (∼90 m) to water table. Seismic sensor types are listed to the 
right. 

 

2.3 Data 

The ASL is situated in central New Mexico, on the eastern flank of the Albuquerque 

Basin (Figure 1; Connel, 2001). Fractured granite and shallow (<10 m at ASL) alluvium 

are the dominant rock type in the vadose zone near ASL as revealed by borehole and 

near surface posthole stratigraphy (Anthony et al., 2020). Water table depth can vary 

widely but is ∼90 m deep. The study area is relatively tectonically quiescent (Astiz et al., 

2014; Nakai et al., 2017), which helps to avoid spurious signals that arise from frequent 

seismicity and/or large events causing anomalous deformation and changes in stress 

which can obscure baseline dv/v measurements (Brenguier et al., 2008; Brenguier et al., 
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2016; Donaldson et al., 2019). Notably, the ASL was sited in 1960 due to exceptionally 

low-noise levels around 1 Hz (Moore et al., 2018) and the laboratory continues to have 

relatively low-noise levels across most of the seismic spectrum (5 Hz to < 1 mHz) 

compared to the rest of the United States (Anthony et al., 2022b; Ringler et al., 2020). 

Numerous high-quality broadband stations operate at the ASL. The Global 

Seismographic Network (GSN) station ANMO has been continuously recording data 

since 1989, however World Wide Standardized Seismographic Network (WWSSN) 

records for this station date back to the 1960s. In the modern configuration, station 

ANMO has two borehole sensors: a primary sensor (location code: 00) at 188 m depth 

and a secondary (location code: 10) sensor at 90 m (Figure 1). In 2017, in preparation for 

the deployment of USArray Transportable Array in Alaska (Busby and Aderhold, 2020), 

ASL8 and ASL9 were identically installed in two co-located (1.77 m apart; Anthony et al., 

2022c) 2.6 m cased postholes that were hammer drilled into granite. In 2019, ANMO 

was supplemented with a small-aperture (< 600 m), 6-element broadband seismic array 

with station names ASA1 to ASA6 (Anthony et al., 2020). Identical to ASL8 and ASL9, 

each array element is installed in a 2.6 m cased posthole emplaced in weathered 

granite. In this study, we consider data from these 10 seismic stations recorded at 100 

samples-per-second data for the ASA stations and 40 sample-per-second data for all 

others.   

To measure changes in dv/v we make use of a unique, impulsive repeating 

seismic source emanating from the Sandia National Laboratories Z pulsed powered 

facility (https://www.sandia.gov/media/zpinch.htm; Matzen et al., 2005; Sinars et al., 

https://www.sandia.gov/media/zpinch.htm
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2020). The Z-machine is a high-frequency electromagnetic wave generator with the 

purpose of creating extreme pressures and temperatures in a small sample assembly. 

Each Z-machine pulse is capable of outputting ∼22 MJ total energy release within a 

nearly impulsive ∼90 ns time window (Jones et al., 2014; Sinars et al., 2020). Stairs et 

al., (2023) demonstrate that each shot generates a ∼4-12 Hz seismic signal of several 

seconds duration that is readily recorded on the small-aperture array of seismometers 

12.5 km away at ASL. Although Z-machine shot energy can vary depending on the 

experiment (Sinars et al., 2020), events of roughly -1.6ML are typical and seismic 

waveform characteristics remain very similar between shots (Figures 2,3, Stairs et al., 

2023). About 2 shots per week are typical (Stairs et al., 2023), though we note a 

decrease of seismic detections in the fall of 2021 (Figure 2, Figure S2 in Appendix 2.A). 

The Z-machine source signal provides important simplifications over the more 

commonly used active and passive sources used to measure dv/v: 1) the source location 

is known and constant and 2) the source will not suffer from the noise wavefield 

contamination which effectively removes the possibility of any extraneous contribution 

to the dv/v signal.  

Additionally, we use continuously recorded 1 sample-per-second ANMO weather station 

data (location code: 50; figure 1) to track environmental factors that are known to 

impact dv/v observations, such as precipitation (channel code: LRI), temperature 

(channel code: LKO), and absolute barometric pressure (channel code: LDO). These co-

located weather data combined with high-fidelity seismic data that record the Z-

machine seismic signal on a near-identically installed small-aperture array of stations, 
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create a unique opportunity that to track seasonality and small-scale spatial variability 

of dv/v. 

Figure 2. Z-shot records from the radial component of ASA6 in the 4 to 12 Hz frequency 

band as a function of time. Dashed orange lines show the 3 s window used to measure 

delay times.     
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Figure 3. Normalized stacks of quality controlled radial component Z-machine events 

between 2019-08-28 and 2022-04-14 for each station. These station stacks were used as 

the reference during MWCS dv/v measurement. Dashed black lines bound the 3 s 

window used to measure delay times. Each station reference stack is color coded.  

Colored cross-correlation coefficients (CC) are from quality controlled individual Z-

machine trace coefficient averages through time within a 17 s window starting a few 

seconds before initial peak arrival and reflect self-similarity of Z-shots for a given 

station. Black colored values are mean CC between reference stacks within a 0-3 s 

window (labeled left of 3s) and a 3-6 s (labeled left of 6s) and reflect comparative 

interstation waveform similarity of the ballistic and coda arrivals respectively. 

Respective averages (µ) are given for each set of CC values at the bottom of the plot. 

 

2.4 Methods 

We first compiled a catalogue of Z-machine events using a template matching method 

whereby cross correlation is conducted with a template against continuous timeseries 

data. Prior to template matching, we remove the instrument response from all seismic 

data for each time window, rotate the horizontal channels into radial (R) and transverse 
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(T) components using the known Z-machine location, and apply a 4 to12 Hz bandpass 

filter. Cross correlation is conducted during template matching and the maximal cross 

correlation coefficient (CC) is retained for each window. Stairs et al., (2023) found that 

the R component demonstrated higher SNR and waveform similarity than the vertical (Z) 

and T components. We generally follow the template matching approach of Stairs et al., 

(2023) focusing event detections to the secondary ANMO sensor (location code: 10). 

However, to further optimize the number of detections and avoid any temporal gaps we 

focus on only the R component and use multiple high-quality Z-machine detections from 

Stairs et al., (2023) as templates rather than a 3-component subset average. Cross 

correlation coefficients (CC) > 0.5 are considered a detection. False detections were 

mitigated with 1) manual inspection and removal of detections with highly dissimilar 

waveform characteristics or anomalous amplitudes and 2) quality control of waveform 

similarity at each station by culling average Z-machine detection CC < -1σ, where σ is 1 

standard deviation. Template matching was conducted between January 2014 to April 

2022 and identified 1,369 Z-machine shots. 

To assess waveform similarity and obtain a secondary quality control metric we 

calculate the mean (CC) of each Z-machine detection trace with all other Z-machine 

detection traces for every ASL sensor used in this study (Figure 3). Because accurate 

measurement of dv/v requires a high level of coherence we further cull Z-machine 

detection traces with CC averages < -1σ for each station. The remaining traces are then 

aligned using multi-channel cross correlation at each station (VanDecar & Crosson, 

1990; Figure S2 in Appendix 2.A). To ensure alignment on the first arrival, alignment is 
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conducted twice. The initial alignment window broadly includes most of the Z-shot 

duration while the second alignment window is smaller and focuses on only the first few 

phases of the signal arrival.  

The aligned Z-machine shot traces are then used to construct a daily 90-day 

moving window average of Z-machine events (Figure S2 in Appendix 2.A). This creates 

daily sub-stacks of Z-machine events for each of the 10 seismic stations. We retain only 

daily sub-stacks that include at least 10 high-fidelity Z-machine shots. Thus, for each 

station we have a 1-sample-per-day timeseries of event stacks, however gaps exist 

during time periods that contain few Z-machine shots (Figure S2 in Appendix 2.A).  

We compare stacks of the culled and aligned timeseries data from each sensor to 

characterize the ballistic and coda arrivals of the Z-machine seismic source signal across 

the ASL stations (Figure 3). The small-aperture array allows for further characterization 

of the Z-machine seismic source with array processing. Through frequency-wavenumber 

(f-k) analysis the relative power, back azimuth, and apparent velocity of the ballistic and 

coda arrivals can be determined (e.g., Capon, 1969; Schweitzer et al., 2002). We follow 

the f-k analysis approach from Anthony et al., (2020) using a 0.5 s window with 90% 

overlap on stacks of all Z-machine events for each ASA station (Figure 4). Plotting the 

stacks of the Z-machine source signal at their respective distance from the Z-machine 

and roughly fitting a linear moveout allows for determination of a simple, yet 

independent, estimate of the apparent velocity of the ballistic arrival (Figure S1 in 

Appendix 2.A). 
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Figure 4. Array processing results from f-k analysis on stacks of all Z-machine events for 

each ASA station. a) Radial component stack of all Z-machine seismic signal trace from 

station ASA6. Gray shaded region bounds the 3-6 s coda window used for analysis and 

shown in figures 2 and 3. b) Relative power across ASA array stations. Stacking brought 

trace amplitudes to near-zero values, so for array processing purposes we added 

random noise before the first arrival. The colorbar tracks power amplitude. c) Back 

azimuth, and d) Apparent velocity of the Z-machine seismic signal through time across 

the ASL small-aperture array. Colors in c and d are adopted from b to more clearly 

correlate power for a given Back azimuth and apparent velocity.  

 

Numerous methods exist to measure velocity perturbations through time of late 

arriving coda (Yuan et al., 2021). Here we follow the widely used Moving Window Cross 

Spectrum (MWCS) method of Clarke et al., (2011) as implemented in the software 

package MSNoise (Lecocq et al., 2014). We adopt the quality control metrics of 

coherence, error, and delay time from Jiang et al., (2019). Figure 5 illustrates an 

example of this process for a single event. Key MWCS equations from Clarke et al., 

(2011) used in the creation of Figure 5 are noted in the figure caption. Each daily dv/v 

measurement requires a current Z-machine trace as well as a reference stack which we 
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choose to be a stack of all the aligned and quality-controlled events for each individual 

station (Figure 3). Although the ballistic arrival of the sources across each station are 

similar with a mean CC of 0.68, they are different enough in the late arriving coda, 0.44, 

that a shared reference stack might average out destructively and diminish the late 

arriving coda signal or constructively interfere to create a non-physical signal. We 

choose a window of 3 s starting 3 s after peak arrival as this captures the bulk of 

uninterrupted coda arrivals (Figures 2 and 3). The measurements are conducted within 

the entire 4 to 12 Hz frequency band using a 2 s sliding window with a 0.25 s step size. 

We further cull final daily delay times that do not meet the criteria of coherence > 0.65, 

error < 0.1, and delay time < 0.1. We follow the same workflow for the Z-component to 

analyze particle motion of the initial direct arrival for ANMO (location code: 10), the 

station on which detections were conducted. ASA stations began recording at the end of 

2019 which bounds our comparative dv/v analysis to just over 2 years (Figure 2). 

To estimate spatial uncertainty of our results we calculate a simple bootstrap 

resampling. We first resample the dv/v measurements for each day using an index of 

integers randomly generated between 1 and 10 (the size of the sample, 10 stations) 

allowing for repetition. Taking the mean of the resampling for each day creates a new 

dv/v timeseries. This process is iterated to create a posterior distribution of 1000 

timeseries. Iteration values above 1000 showed negligible change in uncertainty. The 

daily σ of the posterior distribution provides uncertainty constraints on spatial variability 

through time and is plotted alongside dv/v results. This approach assumes a gaussian 

distribution based on central limit theorem. The average spatial uncertainty through 
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time is determined with,  
∑  |(μ𝑖 + 𝜎𝑖)− μ𝑖| 𝑛

𝑖=1

𝑛
 where, μ is the mean, and σ is one standard 

deviation of the posterior distribution for a given day in the timeseries. 

Figure 5. Example of how delay time is measured for a single Z-machine shot (2017-03-
01, green line in Figure 6) on the ANMO 10 radial component. a) Reference stack and 
current traces within the 3s measurement window. Grey box shows one incremental 
step of the moving sub-window. b) Expanded view of timeseries within sub-widow 
shown in a. c) Unwrapped phase displacement (𝜙) across the 4-12 Hz frequency range 
(grey dots). Red line is linear regression fit to 𝜙. The slope of the linear regression is the 
delay time for the sub-window and is calculated with a weighted least-squares 
inversion, eq. A6 in Clarke et al., (2011). Delay time is given in the figure and 
represented as a large red dot in e. Error bars are determined with 1/w2 where w is the 
weight from eq. A5 in Clarke et al., (2011). Y-axis is windowed to show slope, the largest 
error not shown is ∼3 𝜙. The total error for the sub-window is determined with the rule 
of propagation errors eq. A7 in Clarke et al., (2011) which is given in the figure and 
shown in the delay error bar on large red dot in e. d) Mean coherence of sub-windows. 
Coherence is calculated with eq. A3 in Clarke et al., (2011) and is a measure of similarity 
between current and reference sub-traces. Red dot is mean coherence between sub-
traces shown in b. e) Moving sub-window delay times (grey dots) and their respective 
total errors. Green line is linear regression to measurements that meet quality control 
criterion. The slope of the linear regression is again calculated with a least-squares 
inversion using time delay errors as weights, eq. A11 in Clarke et al, (2011). Red dot and 
associated error reflect values from sub-trace shown in c. The slope of green line is the 
final measurement of dv/v for the day. This process is iterated daily to create final dv/v 
timeseries. 
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2.5 Results 

The initial peak arrival of the Z-machine source moves across the ASL from an azimuth 

consistent with the Z-machine location and an apparent velocity of ∼5.5-6.5 km/s 

(Figure 4, Figure S1 in Appendix 2.A). The velocity is generally consistent with a P-wave 

turning in competent granite (Vernon et al., 1998) and roughly agrees with an absolute 

local crustal P-wave velocity estimate of 5.45 km/s from array processing of a local 

earthquake (Anthony et al., 2020; Figure S1 in Appendix 2.A).  Particle motion behavior 

of the initial peak arrival is also indicative of a P-wave arrival (Figure S3 in Appendix 2.A). 

Particle motions of the coda, which consist of scattered waves, are complex and do not 

display a clear pattern that could be readily associated with any particular wave type 

(Figure S3 in Appendix 2.A). However, this complexity may be expected because 

scattered waves arrive over a range of azimuths, angles, and times (Aster et al., 1990). 

Stacks of Z-machine shots at each station show clear and consistent arrivals up to ∼6 s 

after the initial peak arrival (Figures 2, 3, S2 in Appendix 2.A). Waveform similarity 

between individual Z-machine events on each station is high with a mean CC value of 

∼0.78 (Figure 3). However, similarity of waveforms between stations are lower for the 

ballistic arrival (0-3 s) and significantly lower for the coda arrivals (3-6 s), with mean CC 

values of 0.68 and 0.44 respectively. Array power of the ballistic arrival is ∼ 0.7 - 0.8 in 

the first 1 s window of arrival while the coda window (3-6 s) has an array power of ∼ 

0.45 to 0.68 (Figure 4b). 

Cyclical variations in amplitude and arrival times in the 90-day moving average of 

events on 5 years of ANMO 10 data are a first order indicator of seasonality within the 
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late arriving coda (Figure 6). This seasonality is quantified with dv/v measurements 

revealing clear seasonal oscillations ranging from -0.2 to 0.2 % with maxima during 

summer between July and September and minima during winter between January and 

March, over the span of 5 years. The pattern of seasonality is similar to the results of 

Stairs et al., (2023) but a few months delayed in phase. The stricter MWCS quality 

control and shorter coda time window (3-6 s rather than 1-6s) used in this study could 

be contributing factors to this difference. Additionally, the difference could be due to 

the different time periods used to construct the MWCS reference and/or long-term 

averaging over 20 years rather than analyzing 5 years during which Z-machine shots 

were consistent in time, amplitude, and waveform similarity (Figure 6).  
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Figure 6. Velocity changes through time at ANMO 10. a) Daily 90-day moving window 

stacks of quality-controlled traces. Systematic seasonal amplitude and arrival time 

changes can be seen in the late arriving coda. b) Velocity variations through time (dv/v) 

compared to precipitation. Clear seasonality in dv/v is present and corresponds with 

changes in arrival time and amplitude visible in seismograms shown in a. The 90-day 

moving average precipitation is from the ANMO weather station (blue line) and is well 

correlated with dv/v. Green line on 2017-03-01 corresponds to the MWCS measurement 

example shown in Figure 5.  

 

Comparison of dv/v for all ASL stations from 2019 to 2022 reveals a consistent 

seasonal oscillation pattern that matches the magnitude, minima, and maxima found for 

the 10 location code sensor of ANMO (Figure 7). Subtracting the mean of all dv/v 

timeseries from each station provides constraints on the spatial variability across ASL. 

Distributions are roughly centered around zero and have sigma values roughly ≤ 0.1% 
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(Figure 8). This suggests there is no bias in the distribution of a particular station, but 

there are small scale changes between stations that vary with time (Figure 7). A 

correlation matrix of the dv/v signals for each station reveals that ANMO 10 and ASA4 

have some of the lowest correlation values and interestingly, with a CC of 0.36, are not 

well correlated with each other. The low correlations of ANMO 10 and ASA4 are also 

reflected in their average dv/v correlation values over all stations, 0.56 and 0.57 

respectively, which is below the average of 0.67 for the entire correlation matrix. 

Average spatial uncertainty through time is 0.02 %. 
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Figure 7. Comparison of velocity changes through time for ASA stations 1 through 8. a) 

90 day moving average of precipitation at ASL. b) Velocity variations through time (dv/v) 

from the radial component for all ASA array stations. c) Uncertainty of spatial variability 

from a bootstrap resampling of all measurements in b. 
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Figure 8. Histogram distributions showing statistics and spatial variability of dv/v 

measurements at each station. Each subplot shows how each station deviates from 

mean dv/v of all stations. The mean (µ) and standard deviation (𝝈) are labeled and 

depicted as solid and dashed lines respectively.   

 

2.6 Discussion  

2.6.1 Seismic source and coda 

Seismic coda wave observations are primarily sensitive to structure near the source and 

receiver (e.g., Obermann et al., 2013). Here, we use a single repeating source and small 

aperture (∼600 m) array of receivers. Given the proximity of the receivers, we assume 

similar geologic and stratigraphic structure, namely a vadose zone dominated by 

fractured granite, that would respond similarly to poroelastic effects and/or seasonal 

environmental forcings. Yet, we also acknowledge the potential existence of smaller 

scale variations that could play an important role in explaining waveform variability 

within the small aperture array (Figure 3). Z-machine shot recordings show high 

waveform similarity (mean CC ∼0.78) between shots for a given station but lower 
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interstation waveform similarity for the ballistic and coda arrivals (mean CC ∼0.68 and 

0.44 respectively). This difference suggests that, while the shot-to-shot characteristics of 

the late arriving coda change through time due to seasonal oscillations, the waveforms 

also change over the spatial scale of the ASL array. Considering the fixed source location, 

we attribute the lower interstation coda CC values to slight variability in receiver side 

structure between stations on the order of ∼100s of meters.  

To begin to understand the spatial sensitivity of our dv/v measurement and the 

implications of our results we must first understand the nature of the seismic source 

signal. Given a dense array of sensors and the presence of a large signal, measurements 

of dv/v can sometimes be made on direct arriving seismic signals if the absolute timing 

of the source is well-constrained (Mordret et al., 2020). However, sensitivity kernels of 

direct arrivals are different than those of coda arrivals. As previously stated, scattered 

waves are highly sensitive to local structure near the source and the receiver, which 

makes them advantageous when analyzing small-scale spatial variability of dv/v. 

Additionally, scattered waves follow complex paths and consist of both body and 

surface waves (Obermann et al., 2013; Yuan et al., 2021) making determination of the 

dominant wave type of the coda wave energy difficult. In the context of spatial 

variability of dv/v understanding relative surface and body wave contributions to Z-

machine coda may have little significance but considering this distinction and how it 

might manifest in dv/v signals is important in identification of plausible causes of the 

seasonal dv/v oscillations.  
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Surface waves are dispersive, so higher frequencies sample shallower crust. The 

sensitivity of surface wave dominated coda peaks in the shallow crust near the free 

surface (Obermann et al., 2013; Oakley et al., 2021). Within frequencies typical of 

ambient noise source based dv/v studies (∼0.05 -1.5 Hz) Yuan et al., (2021) find that 

depending on lag times, surface waves can often dominate coda. However, using 

ambient noise autocorrelations, which are sensitive to higher frequencies, Kim and Lekic 

(2019) deduce a strong contribution to the coda from body waves. At 8 Hz, the central 

frequency of our range, Rayleigh wave sensitivity peaks at ∼35 m depth (e.g., Fores et 

al., 2018). Assuming simple isotropic structure, Love waves at this frequency would be 

even more sensitive to shallower < 35 m structure. This contrasts with the ∼0.05-2 Hz 

frequency band commonly used in ambient noise cross correlation dv/v studies, which 

are sensitive to deeper structure. 

Velocities determined from array analysis and relative moveout, along with 

particle motion behavior (Figure S3 in Appendix 2.A) indicate the initial impulsive Z-

machine seismic arrival is a P-wave. Furthermore, several lines of evidence suggest that 

4 to 12 Hz energy within the 3-6 s window we use in our dv/v analysis is predominantly 

comprised of scattered body waves as opposed to surface waves. First, we note both 

lower CC values in the 3-6 s window at each station (Figure 3) and lower array power in 

this window compared to the initial P-wave arrival (Figure 4b). This contrasts with 

Anthony et al. (2020), where 1 to 15 Hz surface wave energy from a local earthquake 

was found to be more coherent across the ASL array than earlier body wave arrivals. 

Second, array processing indicates that the 3-6 s window contains widely varying 
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apparent velocities across the array in a range of 5 to 9 km/s (Figure 4d). This is 

substantially higher than the surface wave velocities (< 4 km/s) previously inferred from 

local explosions (Anthony et al., 2022c) and cultural noise sources across the ASL array. 

Third, if the 3-6 s window were dominated by surface wave energy, we would expect 

exceptional sensitivity to shallow crustal structure surface (Obermann et al., 2013; 

Oakley et al., 2021) and therefore depth dependent dv/v changes at the 90 and 188 m 

deep ANMO sensors compared to the surface array. However, neither ANMO sensor 

records dv/v measurements that are anomalous from the surface array elements (Figure 

8). Lastly, particle motion analysis within the 3-6 s window is inconsistent with surface 

wave energy (Figure S3 in Appendix 2.A). 

 

2.6.2 Seasonal signal  

The magnitude of seasonal signals (0-to-peak) in dv/v from coda waves can vary 

between 0.01 % (Wang et al., 2017) to upwards of 8% (James et al., 2019) depending on 

the near surface lithology (including water content) and environmental conditions (e.g., 

freeze-thaw-cycles). Simple thermoelastic and hydrologic models approximate 

magnitudes of ∼ 0.05 % but have known inadequacies associated with poor constraints 

on Murnaghan’s elastic constants in geologic materials (Tsai 2011; Clements and Denolle 

2023). Lab studies show magnitudes of ∼ 0.1% (Dai et al., 2013) while typical ranges 

from observational work (excluding studies that are likely recording a liquid-solid phase 

transition which would have an outsized effect on dv/v, i.e. James et al., (2019) exhibit 

magnitudes of ∼ 0.05-0.2 % (Hillers et al., 2015; Feng et al., 2021; Li et al., 2021; 
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Mordret et al., 2016; Liu et al., 2020; Oakley et al., 2001). These magnitudes may be 

underestimates (Yuan et al., 2021) but relative to observational work the ∼ 0.2% 

magnitude seasonal signal in our results is strong. 

In tectonically active regions sharp changes in dv/v have been attributed to 

earthquake shaking (e.g., Yang et al., 2022) and volcanic deformation (e.g., Hotovec‐Ellis 

et al., 2022). The neotectonic quiescence of the ASL site relative to the surrounding 

region (Nakai et al., 2017) rules out a tectonic source. Additionally, clear annual 

periodicity of the dv/v signal suggests an environmental source mechanism. Seasonal 

fluctuations in environmental processes associated with hydrologic, and thermoelastic 

processes have been identified as likely candidate mechanisms (Ben-Zion & Leary 1986, 

Meier et al., 2010). Modeling has identified hydrologic induced stresses would play a 

larger role than thermoelastic stresses in some environments (Tsai et al., 2011). A less 

commonly invoked seasonal source mechanism is barometric pressure (Gao et al., 2000, 

Yang et al., 2019). 

Relationships between environmental forcings, their effect on mechanical 

properties of shallow subsurface structure, and the sensitivity of scattered waves to 

these changes are complex. A thorough discussion on how they might manifest in a dv/v 

signal are outside of the scope of this paper. Nonetheless, we briefly discuss some first 

order relationships to deductively explore characteristics and potential origins of the 

seasonal oscillation in the dv/v signal. However, it is possible the oscillation could in fact 

be a superposition of numerous mechanisms (Clements and Denolle, 2023). 
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2.6.2.1 Barometric pressure 

Lab experiments of crustal rocks have found small stress sensitivities on the order of 1 

nPa (Birch, 1960), that decays rapidly with depth. This along with assumed minimal 

forcing atmospheric pressure variation (∼1 kPa) could enact on crustal rocks, has 

perhaps kept barometric pressure largely omitted from discussion on origins of seasonal 

dv/v signals. More recent in situ borehole measurements have found stress sensitivity to 

be much higher 2 x 10−7/Pa (Yang et al., 2019) than lab studies. Even so, the magnitude 

of travel time delays they find (which are directly related to dv/v) are only half the 

magnitude of our seasonal signal and dv/v estimates that have been attributed to 

atmospheric pressure variation can be an order of magnitude smaller (Gradon et al., 

2021). Furthermore, the high rigidity of granite may reduce sensitivity to changes in 

pressure (Anthony et al., 2022a; Tanimoto and Wang 2020) and in some settings 

pressure has been found to not play a significant role (Hillers et al., 2014). Because 

pressure induced stress variations propagate at the speed of a shear wave (Hillers et al., 

2015) we should expect near zero phase lag. We find this true in our results (Figure 7). 

However, the sign is opposite of what might be expected (Silver et al., 2007).   

2.6.2.2 Surface temperature  

ASL is situated in an arid region where large temperature differentials could exacerbate 

effects of thermoelastic stresses. This is an important consideration as near surface 

structure accommodate large thermoelastic stresses (Doody et al., 2018). Average 

temperature at ASL peaks at ∼22 C during the summer month of August and reach a 

minimum of ∼6.5 C during the winter month of January ∼1 month ahead of the dv/v 
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signal (Figure 7). This phase lag is within range of the expected ∼20-40 day lag (Hillers et 

al., 2015, Tsai et al., 2011). However, the ∼20-40 day lag prediction is dependent on 

surface waves. A significant body wave contribution, as might be the case, to the dv/v 

measurements could negate this prediction. The depth to which thermoelastic stresses 

and strains can directly affect material (penetration depth) is wavelength dependent 

(Hillers and Ben-Zion, 2011, Prawirodirdjo, et al., 2006, Meier et al., 2010). Annual 

penetration depths of surface temperature vary based on geologic setting. Some studies 

demonstrate strong attenuation of the thermal affect between 18-80 m (Isaksen et al., 

2000; Chapman and Harris, 1993) which should be within range of daily penetration 

depths. Using a simple conduction model and thermal diffusivity of granite 0.012 cm2/s 

(Robertson, 1988), Doody et al., (2018) show that surface temperature variations at the 

diurnal wavelength are almost entirely attenuated at 40 m depth. However, within a 

significant body wave contribution paradigm, and considering the 148 meters of 

material between the 40 m temperature attenuation depth and the 188 m borehole 

seismometer a simple and direct connection to thermoelastic strain is perhaps unlikely.  

Modeling the effect of thermoelastic strain on dv/v at ASL using the approach from Tsai, 

(2011) reveals the upper limit 0-to-peak amplitudes to be <= ∼0.07 %, nearly 3 times 

smaller than the amplitude of the observed signal (Figure S4 in Appendix 2.A). 

Furthermore, if temperature were a dominant driver, we might expect amplitude of the 

dv/v signal to incrementally diminish with depth yet, amplitudes generally agree at the 

posthole and both the 90 and 180 m borehole sensors (Figure 7). A simple test of the 
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influence of surface temperature would be to search for diurnal variations (Richter et 

al., 2014), which is not possible with the supra-daily Z-machine resolution.  

2.6.2.3 Precipitation  

New Mexico receives 40% of its annual rainfall during monsoon season June 15th 

through September 30th (Bowen, 1996). Although precipitation can be intense and 

temporally sporadic, 90-day average of peak precipitation is highly correlated to peak 

increases in dv/v (Figures 6 and 7). There are two hydrologic mechanisms that could 

contribute to a seasonal signal 1) poroelastic effects and 2) surface loading.      

Groundwater levels are often used as an analog for the filling and evacuating of 

water in pore space (Clements and Denolle, 2018). Although some groundwater wells in 

in the vicinity of the source and ASL exhibit seasonal recharge-depletion patterns many 

do not (Bemen et al., 2019). Lack of such a pattern might be expected at a site with 

complex diffusivity and aquifer depletion or recharge patterns. This could be the case at 

the ASL, which is situated on the edge of the Albuquerque Basin above fractured granite 

(Connell, 2001). Seasonality in ground water levels can also be obscured by pumping, 

drought, and stratigraphic dynamics such as whether the aquifer is confined or not. 

Therefore, we use precipitation as a hydrologic analog which has demonstrated a 

reasonable approximation in other settings (Feng et al., 2021; Hillers et al., 2014; Illien 

et al., 2021).  

Modelling how hydrologic fluctuations affect dv/v has yielded reasonable fits to 

observations in both magnitude and phase (Tsai et al., 2011; Sens‐Schönfelder & 

Wegler, 2006; Liu et al., 2020) and it has become common to interpret changes in dv/v 
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within this paradigm (Clements, et al., 2018; Hillers et al., 2014; Almagro et al., 2021). 

Within a simple aquifer system and assuming surface wave dominated coda, mechanism 

1) would fill pore space with water, increase pore pressure and diminish grain contact 

thereby reducing dv/v and mechanism 2) would exert a forcing from a load in the form 

of accumulation of water in the shallow subsurface which would increase dv/v.  

Our results show positive correlation: precipitation increases as dv/v (and 

therefore overall seismic velocity) increases. This pattern corresponds to the signal 

expected with hydrologic loading (Hotovec-Ellis et al., 2014). The low permeability of 

solid Granite relative to a typical sedimentary basin rock would lead to low diffusivity. 

Slow diffusion rates could allow for accumulation of meteoric water in the shallow, 

sediment and fractured granite dominated, subsurface during intense precipitation 

events. Lenses of water ∼7-30 m thick were observed at 70-120 m depths and were 

documented in the original well logs. Transient lenses of these types at shallower 

depths could serve as a catchment to facilitate such loading. Furthermore, when 

modelling the effects of thermoelastic strain, and both hydrologic and loading 

mechanisms on dv/v, Tsai, (2011) identified loading as the most physically reasonable. 

The positively correlated dv/v trend is opposite of what is typically seen when compared 

to a hydrologic analog in effective percolation settings (Hillers et al. 2014; Feng et al., 

2021; Clements and Denolle, 2018). The vadose zone at ASL mostly consists of fractured 

granite, and strong variability in the roughly estimated 90 m average depth to 

groundwater level (Figure 1) suggests complex diffusivity and complex aquifer dynamics. 

Pore space structure can influence poroelastic properties (Shapiro et al., 2015, Pimienta 
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et al., 2021).  Knight et al., (1998) showed that in a patchy saturation environment body 

wave velocity can increase with saturation. Seismic based studies have also 

demonstrated positive correlation between body waves and groundwater levels 

(Garambois et a., 2019; Kim and Lekic, 2019). As previously stated, 4-12 Hz body waves 

would be more sensitive to deep material at or below the 90 m groundwater depth than 

surface waves and because there is likely a large body wave contribution to our dv/v 

measurements we consider mechanism 2) a plausible seasonal source.  One other 

possibility in the framework of mechanism 2) could be a percolation regime that 

supports an almost exact 6-month lag time between precipitation events and 

groundwater recharge which could be reasonable given a dominantly fractured granite 

vadose zone and a relatively deep water table. Although there remains ambiguity as to 

the true origin of the seasonal signal our deductions lead us to prefer a hydrological 

mechanism driven dominantly by either load or poroelastic variation. 

Because loading would have a near instantaneous effect a simple test would be 

to search for correlation of major precipitation events with dv/v excursions. 

Unfortunately, the Z-machine does not provide sub-daily resolution and is therefore not 

a great candidate for such a test. Ambient seismic noise may not be as sensitive to the 8 

Hz range, but the strong seasonal signal may persist at such frequencies (Illien et al., 

2021).   
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2.6.3 Spatial variability  

 

Some studies have successfully resolved strong seasonal oscillations in dv/v using 

ambient noise cross correlations between sensors with interstation distances > 100 km 

(Mordret et al., 2018). Analyzing the effect of interstation distance Meier et al., (2010) 

found that the smallest interstation distances in their study, between 0 and 20 km, 

produced the clearest seasonal signal. Whereas, Liu et al., (2020) found the shortest 

interstation distance stations of ∼20 km had the highest variability. Here we extend this 

line of thought and consider spatial variability between stations with an aperture range 

of 0.002 – 0.6 km. The small-aperture array of high-quality near-surface sensors at ASL, 

and the presence of a strong seasonal dv/v oscillation on all sensors emanating from a 

known impulsive repeating cultural source allows for meaningful spatiotemporal 

analysis.  

The consistency in site deployment and location (1.77 m apart) of stations ASL8 

and 9 provide a unique opportunity to compare dv/v signals while effectively removing 

the influence of spatial variability. Comparison of the dv/v timeseries from these 

stations are highly similar (Figure 9) with a CC of 0.96 (Figure 10) demonstrating stability 

of the processing and methodology and providing a benchmark to analyze results from 

other stations at ASL with larger interstation distances in the context of spatial 

variability. 

Generally, the strong seasonal oscillation in dv/v shows spatial consistency on all 

stations and is strikingly similar among the sensors at ASL (Figure 7). Yet, upon 
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correlation some systematic variations are revealed that are not likely to arise from 

measurement of dv/v (Figure 9).  

Figure 9. Comparison of dv/v measurements for station ASL8 and ASL9. a) 
Measurements of dv/v over 2 years for stations ASL8 (blue) and ASL9 (grey). Error bars 
are measurement uncertainties calculated during the MWCS step (Clarke et al., 2011). b) 
Histograms comparing dv/v distributions of ASL8 and ASL9. Dashed lines are root mean 
squared best fit lines. Mean and 1-sigma values are labeled in upper left corner. 
 
 

Figure 10. Correlation coefficients of dv/v signals from values shown in Figure 7b. a) 
Correlation matrix for all stations and b) Average station correlations plotted spatially.   
 

From July to November of 2020 both stations ASL8 and ASL9 show an ∼ -0.1 % 

divergence away from the seasonal dv/v oscillation which exceeds the .02% average 

spatial uncertainty (Figure 7c) from bootstrap resampling and is at -1𝜎 in spatial 

variability (Figure 7). Sensors ASL8 and ASL9 sites are both deployed in ∼2.6 m postholes 

and although the sensors are a different type of instrument (Streckeisen STS-5a and STS-
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6) there is no reason to believe that differences in sensor type could be responsible for 

such an excursion.  

Stations ANMO 10 and ASA4 have the lowest mean correlation coefficients while 

ANMO 00 has the highest (Figure 10). Stratigraphic notes taken during the drilling of the 

ANMO boreholes indicate ANMO 00 is emplaced within competent granite while ANMO 

10 is emplaced in weathered granite within a ∼30 m thick lens of groundwater that is 

not present at the 188 m depth. The fact that ANMO 10 is directly emplaced in a cased 

borehole surrounded by groundwater might account for its lower correlation to dv/v at 

other sites. Site ASA4 is the most stratigraphically different of all the posthole stations. It 

was deployed below a large granite boulder (Anthony et al., (2020), their Figure 2).  

ASA4 is also the furthest away from the other stations and around the bend of a small 

hill (Figure 1). Relative to the presumed maximum depth sensitivity of 4-12 Hz scattered 

waves (∼35 m), 2.6 m is shallow. However, it is well documented that the shallowest 

material can play a disproportionately large role in the observed signal (Aster et al., 

1991). So, it appears that our dv/v measurements are sensitive to slight structural 

variations on the order of 100’s of meters laterally. This spatial scale would record ∼ ¼ 

of the P-wave wavelength which is 687.5 m when using our estimated 5.5 km/s at our 

central frequency of 8 Hz.  

While spatial uncertainty is sometimes shown (Qiu et al., 2020) they are not 

typically analyzed. This may be due to the assumption that uncertainties are relatively 

small relative to large divergences in dv/v that are temporally coincident with known 

tectonic and environmental events. That a seemingly spurious 0.1% excursion in dv/v 
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(Figure 9), a magnitude of what is often found in dv/v studies, can occur independent of 

any known source is noteworthy in the context of reliable identification of physical 

events correlated within dv/v signals. 

These results may share overlap with potential dv/v studies that use cultural 

sources such as roads and trains due to the overlap in the frequency range and their 

independence of annual seasonal variations (Riahi and Gerstoft, 2015; Diaz et al, 2017; 

Mi et al., 2022; Sheng et al., 2022). The average spatial uncertainty through time of 0.02 

% is within range of uncertainties from posterior distribution values (Hillers et al., 2020) 

and could serve useful for emerging Bayesian methods that invert for dv/v and rely on 

such uncertainties. 

It could serve useful to explore if the same strong seasonal signal is resolvable at 

ASL using ambient noise as a source. Daily resolution of dv/v from ambient noise could 

help resolve smaller period signals (e.g., meteorological events) and may add evidence 

in support of a hydrologic or thermoelastic mechanism interpretation. Furthermore, the 

general consistency in our spatial variability results suggest that the array and borehole 

sensors are well suited for interstation cross correlation.  Future dv/v work using small-

aperture array stations at ASL sites could include single station and interstation 

correlation methods as well as multichannel and azimuthal analysis (Focker and 

Ruigrock, 2019) using ambient noise. The results shown here reveal that shallow velocity 

structure at ASL is broadly varying on the order of a few tenths of a percent at the ASL 

annually. Exploring implications of such a seasonal signal on shallow velocity structure 

models and its impact on data quality, not only at ASL but at GSN sites with borehole 
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sensors could be insightful and might provide complimentary information toward 

shallow crustal monitoring at GSN stations. 

 

2.7 Conclusion  

Using a small-aperture array of high-quality sensors at the ASL and a proximal (12.5 km) 

impulsive, repeating source we find a strong ∼0.2% seasonal signal is broadly present to 

depths of 188 m and laterally to distances of 600 m. The precise origin of the seasonal 

signal cannot be determined but a hydrological mechanism emanating from either 

loading from intense precipitation events or poroelastic variation associated with patchy 

saturation is possible.  Measurements of dv/v across ASL deviate ∼ +/- 0.1%, half the 

magnitude of the dv/v signal, ∼0.2%, indicating clear spatial resolvability in the presence 

of strong seasonal signals. Therefore, arrays with station spacings < 600 m are well 

suited for interstation dv/v measurement. However, small scale spatial variability is 

present which could be ambiguously small signals of unknown origin or could be coming 

from very local changes in structure between stations.  Attributing these small-scale 

variations to local site differences would indicate dv/v measurements are sensitive to 

structure on order of 100’s of meters in the 4-12 Hz frequency band. These results could 

serve useful for emerging techniques such as dv/v from cultural noise in similar 

frequency bands and inversion techniques that require approximations of spatial 

uncertainty.   
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2.8 Data and resources  

 

Data and Resources 

All seismic data used in this study is available at the IRIS Data Management Center 

under network code GS: https://doi.org/10.7914/SN/GS and IU: 

https://doi.org/10.7914/SN/IU. All code used for making figures in this paper will be 

freely available at: https://github.com/jwilgus/Z_dvv. We relied heavily on the Python 

library ObsPy (Megies et al., 2011). 

The facilities of IRIS Data Services, and specifically the IRIS Data Management 

Center, were used for access to waveforms, related metadata, and/or derived products 

used in this study. IRIS Data Services are funded through the Seismological Facilities for 

the Advancement of Geoscience and EarthScope (SAGE) Proposal of the National 

Science Foundation under Cooperative Agreement EAR-1261681. 

Global Seismographic Network (GSN) is a cooperative scientific facility operated 

jointly by the Incorporated Research Institutions for Seismology (IRIS), the United States 

Geological Survey (USGS), and the National Science Foundation (NSF), under 

Cooperative Agreement EAR-1261681. 

Any use of trade, product, or firm names is for descriptive purposes only and 

does not imply endorsement by the U.S. Government. 

 

https://doi.org/10.7914/SN/GS
https://doi.org/10.7914/SN/IU
https://github.com/jwilgus/Z_dvv
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Appendix 

2.A Supplementary figures 

Figure S1. Z-machine event stacks. Each trace is a radial component stack of events 

aligned around detection times for each ASA station as labeled. Traces are placed at 

their respective distances from the Z-source location. The same ANMO detection times 

were used to request data for each station, so plotting each stack as a function of 

distance forms a relative moveout. Tracking the initial arrival shows an apparent velocity 

of ∼5.5 km/s.  

 

https://doi.org/10.1093/gji/ggt170
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Figure S2. Top panel shows post quality control and multi-component two step 

alignment organized by count. Bottom panel shows post 90-day moving average 

organized by time from 2020 to 2022. 
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Figure S3. Particle motion of the initial impulsive ballistic arrival (blue) and later arriving 

coda (green) from station ANMO 10. 
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Figure S4. Surface temperature and thermoelastic modelling of dv/v at ASL. Top panel 
shows surface temperature from ANMO weather station. Bottom panel shows dv/v 
from thermoelastic strain modelled with equations from Tsai, 2011 using parameters 
representative of ASL (i.e., a half annual peak-to-peak mean surface temperature 
variation of 15° C and a depth of 0.5 m) that approximate the upper limit potential of 
dv/v amplitude.  
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3.1 Abstract  

The amplitude and frequency content of background seismic noise is highly dependent 

on geographic location. Understanding the characteristics and behavior of background 

seismic noise as a function of location can inform approaches to improve network 

performance and increase earthquake detection capabilities. Here we calculate power 

spectral density (PSD) estimates in one-hour windows for over 15 years of vertical 

component data from the nine-station Caribbean network (CU) and look at background 

noise within the 0.05-300 s period range. We describe the most discernable first order 

signals observed at the CU stations. One of the most prominent signals occurs in the 0.75-

3 s band where power levels are systematically elevated and decay as a function of 
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proximity to coastline. Further examination of this band on 1679 contiguous US 

Transportable Array stations reveals the same relationship. Such a relationship with 

coastal distance is not observed in the 4-8 s range more typical of globally observed 

secondary microseisms.  A simple surface wave amplitude decay model fits the observed 

decay well with geometric spreading as the most important factor for stations near the 

coast (< ∼ 50 km). The model suggests that at 0.75–3 s, power levels are strongly 

influenced by proximity to coastline. This may be because at 0.75–3 s, power from 

nearshore wave action overwhelms more distant and spatially distributed secondary 

microseism generation. Application of this basic model indicates that a power reduction 

of ∼25 dB can be achieved by simply installing the seismometer 25 km away from the 

coastline. This finding may help to inform future site locations and array design thereby 

improving network performance and data quality, and subsequently earthquake 

detection capabilities.   

3.2 Introduction 

The field of observational seismology depends on the accurate measurement of both the 

amplitude and arrival time of energy across the entire seismic frequency band. Seismic 

records with high noise can compromise our ability to measure ground motion and 

obscure our ability to record other signals of interest (Steim, 2015). Estimating the power 

spectral density (PSD) of seismic timeseries is a convenient way to look at background 

noise across the entire frequency band.  

At short periods (e.g., <1 s), low background noise levels are important for 

reducing local earthquake magnitude detection thresholds (Wang et al., 2020; Wilson et 
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al., 2021; 0.04 s to 1 s). Yet, the noise levels at these frequencies can be dominated by 

cultural and environmental signals (Anthony et al, 2018; Marcillo & Carmichael, 2018; 

Smith & Tape, 2019; Lecocq et al., 2020; Anthony et al., 2022). At intermediate periods 

(∼1-20 s), noise levels can limit our ability to detect teleseismic earthquakes. Station noise 

levels at these periods are often dominated by the secondary and primary microseisms 

that emanate from ocean wave-wave and wave-continental shelf interactions, 

respectively (Gutenberg, 1936; Longuet-Higgins, 1950; Gualtieri et al., 2020). These 

signals are routinely used as a source for observational studies of the lithosphere (Sabra 

et al., 2005; Moschetti et al., 2007; Lin et al., 2008). At longer periods (>30 s), the 

minimum of Earth’s background noise levels is limited by Earth hum which is the 

excitation of Earth’s natural frequencies from atmospheric disturbances (Webb et al., 

2008; Maurya et al., 2019) and large earthquakes. These long period excitations are quite 

useful for interrogating Earth’s deep interior, such as the core (Dziewonski & Gilbert 1971; 

Robson & Romanowicz, 2019). These are just a few examples to demonstrate the 

important interplay between background noise levels and seismic signals of interest 

across the inherently broadband seismic wavefield.  

 There are several studies that demonstrate 1) the impact cultural activities, 

seasonal weather patterns, and other phenomena can have on seismic background noise 

levels (Peterson, 1993; McNamara & Buland, 2004; Lecocq et al., 2020; Anthony et al., 

2022; Ringler et al. 2023) and 2) the importance of trying to understand and mitigate the 

impact of environmental noise sources on seismic records (Doody et al. 2018; Dybing et 

al., 2019; Ringler et al., 2020a; Janiszewski et al., 2023). Such work requires understanding 
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the physical processes generating the seismic noise (Holcomb, 1998; Shapiro et al., 2006; 

Rhie & Romanowicz, 2004; McNamara et al., 2011; Tsai et al., 2011; Koper & Burlacu, 

2015; Anthony et al., 2018; Fan et al., 2019; Diaz et al., 2023a) but can also be motivated 

by a goal of improving quality of ground motion records by isolating stations from these 

known sources. The USArray Transportable Array (TA, Meltzer et al., 1999) stations in the 

contiguous US (L48; Busby et al., 2018) and Alaska (Busby et al., 2020) provided a large 

amount of data, with uniform installations, which allowed for a better understanding of 

background noise levels as a function of geographic location (Anthony et al., 2022; Ringler 

et al., 2023). In the L48, geography, cultural activity, and material in which sensor is 

deployed (local geology) appear to play the largest role in background noise levels. In 

Alaska, fluctuations in sea ice and the magnetic field (Ringler et al., 2020b) influence 

background noise recordings, while lack of cultural activity relative to the L48 produces 

significantly lower noise levels at periods below ∼1 s. The differences between these 

studies highlight the regional and site-specific variation that can exist in background 

noise. Here, we use the approaches taken in Anthony et al. (2022) and Ringler et al. (2023) 

to assess the background noise levels of the Albuquerque Seismological Laboratory 

(ASL)/U.S. Geological Survey (2006) Caribbean Seismic Network (CU, Figure 1) which 

makes up a component of the Global Seismographic Network (GSN).  
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Figure 1. Relief map of CU network region, data completeness, and satellite imagery of 
each station. Each triangle in the center inset is a seismic station labeled by name. The 
color of each triangle represents completeness of data as a percentage since the 
deployment of each station. The location and distance to the nearest beach are noted in 
the upper left in white. Every station initially hosted a Streckeisen STS-2 seismic sensor, 
but a few have since been upgraded which is noted in yellow on the satellite image. The 
Caribbean Sea and Gulf of Mexico are labeled accordingly as well as major subduction 
trenches (Middle America and Lesser Antilles), geographic regions (Central and South 
America), and oceans (Atlantic and Pacific). 
 

 The Caribbean region, roughly defined here as the area within and surrounding 

the Caribbean Plate, differs from Alaska and the lower 48 in that it is comprised mainly of 

ocean (Caribbean Sea) rather than land mass, and is bounded by active tectonics and plate 

boundaries (Middle America and lesser Antilles trench; Braszus et al., 2021), which 

contributes to a complex bathymetry pattern that has potential to influence the primary 

and secondary microseism (Gualtieri et al., 2020; Le Pape et al., 2021). Much work has 

been done to characterize the amplitude and source mechanisms of the primary and 

secondary microseisms (Ardhuin et al., 2015; Koper & Burlacu, 2015). However, the 
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relative contribution of nearshore energy from local sea and direct breaking beach waves 

to seismic noise levels has not been explored in as much detail. Direct breaking beach 

waves generate short period (∼0.06–0.2 s) and intermediate period (1–10 s) energy which 

can be exacerbated during storms (Gutenberg, 1958; Bromirski, et al., 2005 Poppeliers & 

Mallinson, 2015). During a nominal storm event (15 m/s wind speeds and 4 m wave 

heights) energy from apparent direct crashing beach waves demonstrated a peak power 

near ∼ –100 dB (rel. 1 (m/s)2/Hz) at ∼1 s period 50 m off the coast of North Carolina 

(Poppeliers & Mallinson, 2015). Such local beach energy shares overlap with the 

frequency content of teleseismic body waves (∼1–15 s, Bormann et al., 2013; Benz & 

Herrmann, 2014). Importantly, seismic stations typically have relatively low noise around 

1 s period due to a "noise trough" between shorter period cultural noise and longer-

period (∼3 to 10 s, Ardhuin et al., 2015) secondary microseisms (Anthony et al., 2022). 

Therefore, shorter period energy generated by breaking swell could compromise the 

fidelity of teleseismic body wave observations at near-coastal seismic stations. 

Furthermore, although a peak period of 1 s (apparent beach energy) would share some 

overlap with distant generated secondary microseism peak period (Gutenberg, 1958), it 

is lower than what is observed on average globally (∼5 s; Peterson, 1993) and lower than 

what might be physically possible for secondary microseism generation mechanisms 

(Kedar et al., 2008; Ardhuin et al., 2011; Ardhuin et al., 2015).  

The CU network was initially developed to aid in Tsunami warnings (McNamara et 

al, 2006) and was incorporated into the GSN for geologic hazard monitoring, which is 

particularly important in tectonically active, high seismic hazard regions such as the 
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Caribbean (McCann, 1985; Shedlock, 1999; DesRoches et al., 2011; McNamara et al., 

2016; Torpey Zimmerman et al., 2022; Cordrie et al., 2022). The CU has since evolved to 

serve as a multi-use observatory for research and outreach. Background noise analysis of 

the Caribbean region using the CU network provides an opportunity to characterize and 

better understand the dominant signals in this this unique, high seismic hazard 

geographic region and examine the relationship between power and station proximity-

to-coastline.  

3.3 Data and methods 

 

The CU consists of 9 broadband 3 component Streckeisen STS-2 seismometers that are 

recorded on Quanterra Q330 HR digitizers. Most stations were initially deployed in a vault 

similar to L48 TA but using a smaller footprint (Figure S1 in Appendix 3.A; Busby et al., 

2020). Stations were deployed between 2006 and 2007 and have been continuously 

recording with occasional downtime (Figure 1). Stations GTBY (Guantanamo Bay, Cuba), 

ANWB (North Barbuda Island), and GRGR (Grenville, Grenada) all received sensor updates 

between 2018 and 2019.   

While there are numerous seismic stations in the Caribbean region many are 

lower quality Raspberry Shake citizen science sensors (Anthony et al., 2019) or are 

limited in temporal resolution (e.g., specific scientific targeted deployments). Some 

higher quality long-term monitoring networks in the Caribbean include the Geological 

Survey network in Haiti and Puerto Rico (PR; installed by the USGS), the Caribbean 

Netherlands Network (NA), West Indies French Seismic Network (WI), and the Eastern 
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Caribbean Seismograph Network (TR), but are limited by their specific locations relative 

to the Caribbean region. Perhaps the most substantial seismic entity in the Caribbean is 

the intergovernmental coordination group on Tsunami and other Coastal Hazards Early 

Warning System for the Caribbean and Adjacent Regions (CARIBE‐EWS) to which > 100 

seismic stations from nearly every Caribbean nation contribute (McNamara et al., 2016). 

Numerous networks with varying seismic sensor types and deployment styles contribute 

data to CARIBE‐EWS including networks operated by ASL, such as the CU and three GSN 

stations in the region (SDV, Santo Domingo, Venezuela; SJG San Juan, Puerto Rico; TEIG 

Tepich, Yucatan, Mexico).  For the purposes of this work we focus strictly on examining 

performance of a region-specific network in a unique geographic location, the CU, of 

similar sensors and installations in diversely localized settings.    

To calculate PSDs through time we follow the general methodology of 

McNamara and Buland (2004) but omit any smoothing or binning of the PSD estimates 

(Anthony et al., 2020). We use the exact same processing parameters as Anthony et al. 

(2022) and Ringler et al. (2023), calculating PSDs every hour with a half overlapping (30 

minute) window step. We divide each hour of data into 14 sub-segments with 75% 

overlap and implement the Welch method (Welch, 1967), i.e., employing the discrete 

Fourier transform to each sub-window and taking the average, to attain PSD estimates 

for each window. The instrument response is then removed, and the results are 

converted to dB relative to 1 (m/s2)2/Hz. We apply this approach to all available 

(through Jan. 1st 2023) broadband vertical channel BHZ data which is recorded at 40 

samples-per-second and focus on the 0.05–300 s band. As a quality control step, we do 
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not calculate the PSD if less than 90% of the data is available for each one-hour 

segment.  

3.4 Results  

 

Regular maintenance of the CU network has resulted in fairly consistent uptime for each 

of the CU stations. Data completeness is above 90% for all stations except for BCIP (∼86%; 

Isla Barro Colorado, Panama) which experienced extended downtime between 2020 and 

2021 during which COVID-19 restrictions limited travel for on-site station maintenance 

(Figure 1). 

Figure 2 shows plots of PSD probability density functions (PDF) for each CU station. 

To first order, background noise levels of the CU stations demonstrate a wide range of 

variability between stations. This is particularly true at periods below ∼4 s (Figure 2). 

There are many features within the background noise of each CU station that could be 

described. Here we focus on characterizing a few of the most prominently discernable 

features. We then attempt to identify a few anthropogenic and physical mechanisms that 

could be contributing to the observed signals, and subsequently explore how such signals 

could impact network performance and data quality. 
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Figure 2. Power spectral density (PSD) probability densities of every other PSD for each 
CU station. Color bars show probability density in percent. Each station is labeled in the 
upper left-hand corner of each panel. Every station has a different number of total PSDs 
and therefore a unique, albeit similar, colorbar range. The Peterson (1993) New Low-
/High-Noise Model (NLNM/NHNM) models are shown in each panel as white lines. 
Median and 2.5th percentile from all PSDs for each station are shown as black and green 
lines respectively.  
 
 The highest density regions (> ∼1%) and the median PSD for each station generally 

fall within the Peterson (1993) New Low-/High-Noise Model (NLNM/NHNM) range except 

within the ∼0.75–4 s period band where stations ANWB, BBGH (Gun Hill, Barbados), 

GRGR, and GRTK (Grand Turk, Turks and Caicos Islands) show elevated power above the 

NHNM (Figure 2). At the shortest periods of the spectrum (< ∼1 s) individual station PSD 

PDFs demonstrate a wide range of variability in power. In particular, stations MTDJ 

(Mount Denham, Jamaica), SDDR (Persa de Sabenta, Dominican Republic), and TGUH 

(Tegucigalpa, Honduras) demonstrate intriguing power characteristics in the short period 

range below 1 s.  Station MTDJ shows an ensemble of elevated power peaks in the 0.06 
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to 0.15 s range with the largest median power level peak of ∼ –115 dB focused around 

0.1 s. Station TGUH shows broad (no major peaks) and consistently elevated power below 

∼ 0.5 s with a wide power level distribution between ∼ –140 and –110 dB. This wide 

power range is further demonstrated by the ∼20 dB difference between the median and 

the 2.5th percentile noise levels. Lastly, station SDDR shows a single large, elevated power 

peak between 0.07 and 0.3 s. The maximum peak occurs at ∼0.15 s where it demonstrates 

a wide range of power with the highest density power regions between ∼ –140 and –100 

dB. 

 Within the primary and secondary microseism range, relative power between 

stations ranges between ∼ –120 and –140, and ∼ –145 to –165 dB, respectively (Figure 

2). In terms of power the primary and secondary microseism period range show more 

agreement between CU stations than at shorter and longer periods (Figure 2 and 3). 

However, the shape and prominence of the secondary and primary microseism peaks are 

still somewhat variable. Station TGUH shows pronounced primary and secondary 

microseism peaks, whereas such peaks are non-existent or obscured on stations GRTK 

and BBGH.  

 At long periods (∼ 50–300 s) median CU station power levels range between ∼ –

180 and –170 dB, except for stations of BCIP and GRTK which demonstrate elevated 

power levels in the range of ∼ –165 to –160 dB.  

The most variable and elevated power levels, when examining station and 

network medians, occur in the 0.75–3 s band. This consistently elevated power is clearly 

demonstrated when comparing the median power of all CU stations with the median 
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power of all L48 TA stations (Figure 3) and occurs below the typical secondary microseism 

peaks and within range of typical teleseismic event spectra (∼1–15 s). Explaining this 

elevated power signal is an important focus of the discussion.    

Figure 3. Median station and network PSD estimates. The Peterson (1993) New Low-

/High-Noise Models (NLNM/NHNM) are shown as black lines and median power for the 

entire CU, TA L48 networks are show as bold red and blue lines respectively. Individual 

CU stations are shown as thin lines in a range of colors shown in legend. Transparent gray 

region shows 0.75-3 s range. 

 

 

 

 

3.5 Discussion  

Cultural activity can influence background noise levels in a variety of ways 

(Schippkus et al., 2020) and may best explain the notable high frequency signals on CU 
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stations MTDJ, SDDR, and TGUH. Station MTDJ is located at a radar facility and activity 

associated with operations at the site are likely contributing to observed high frequency 

signals. Station TGUH is located on the outskirts of Tegucigalpa, a city with a population 

of 1.3 million. We interpret the wide distribution of power at high frequencies to arise 

from diverse, metropolitan specific, cultural activity that likely experiences large diurnal 

variations as seen in the PSDs through time (Figure S2 in Appendix 3.A). Lastly, station 

SDDR is located at a dam and water utility plant. Operations associated with this facility 

are also likely contributing to the distinct high frequency signal here. Release and 

restriction of water through the dam may correspond to higher and lower power levels 

within the signal respectively. This pattern can be seen when looking at the PSDs through 

time and is punctuated by sharp changes in power within the signal (Figure S3 in Appendix 

3.A). Overall, CU stations maintain a high level of short period noise independent of 

known anomalous cultural sources as demonstrated when comparing the CU and TA 

median (Figure 3). In fact, stations with no easily identifiable cultural noise sources can 

have higher noise levels than those with known cultural sources (i.e., MTDJ, SDDR, and 

TGUH; Figure 3) demonstrating the important role environmental factors such as wind 

and the lithology the seismic station is emplaced in (Anthony et al., 2022) might play in 

noise levels at short periods (Rindraharisaona et al., 2023).  

Within the primary and secondary microseism band both individual CU station 

power and CU and TA L48 network median power demonstrate general consistency and 

less variability, relative to the rest of the spectrum. This is perhaps to be expected 

considering the primary and secondary microseism band are excited globally within 
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oceans and therefore share similarity in their records and character over long periods of 

time (Bensen et al., 2008 fig. 10).   

The most discernable signal at long periods occurs in the form of similarly elevated 

power at stations BCIP and GRTK (Figure 2, 3). This elevated power has been previously 

documented at station BCIP located along the Panama Canal and was attributed to cargo 

ship or wind-lake driven seiching (McNamara et al., 2011). Station GRTK is located on 

Grand Turk which is a very small island but is situated proximal to an expansive, somewhat 

sheltered, and shallow bay (Figure 1) with potential to generate wind-driven seiching 

(Stevens & Lawrence, 1997). Since windspeeds fluctuate seasonally in the Caribbean we 

might expect a seasonal pattern in seiching as well which could explain the wide range of 

power demonstrated in the PSD for GRTK and seasonality in PSDs through time at long 

periods (Figure S4 in Appendix 3.A).  

The rest of the discussion is focused on one of the most prominent patterns within 

CU PSDs, systematic elevated power levels in the 0.75–3 s period band. Examination of 

the TA L48 PSDs in the same period band reveals a relationship between power and 

proximity to coastline (Figure 4). The median power of all L48 stations within 50 km of the 

beach is similarly elevated in the 0.75–3 s period band, in agreement with observations 

from CU stations, and reflects similar shape and character as the CU median power curve 

(Figure 4). This pattern and character is not seen on the median from the subset of 

stations > 50 km from the coastline.   



103 
 

Figure 4. Median network power of the CU and TA L48 and median power of TA L48 
stations whose distance to beach is within and over 50 km. The Peterson (1993) New 
Low-/High-Noise Model (NLNM/NHNM) are shown as black lines. Median CU network 
power is shown as a thick red line. Median power of all TA L48 stations is shown as a 
thick black line while the median power of stations within and over 50 km are shown as 
thick blue and green lines respectively. Thin blue lines show median power level of each 
station within 50 km to beach that compose the thick blue median curve. Transparent 
gray region shows 0.75-3 s range. 

 

The power levels in this 0.75–3 s band also appear to decay as a function of 

proximity to coastline on the L48 and CU stations (Figure 5, 6). This decay is not present 

in the 4–8 s band that is more representative of the secondary microseism (Figure 5).   
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Figure 5. Observed power as a function of distance for two different periods bands on the 
L48. Gray dots show mean 0.75-3 s power from each TA L48 station median power curve. 
Transparent blue dots show mean 4-8 s power from each TA L48 station median power 
curve. 

We found the observed decay could be described with simple Rayleigh wave 

attenuation from a point source using equation (1): 

𝐴(𝑥) = 𝐴0

(−
𝜔𝑥
2𝑐𝑄

)
(

1

√𝑥
) 

Where A is amplitude, 𝑥  is distance from the point source,  𝜔   is angular frequency, c is 

velocity, and Q is the quality factor, which is the ratio of the energy stored over energy 

dissipated per cycle. The end term, 1/√𝑥, describes geometric spreading of a circularly 

propagating surface wave. Upon testing a range of possible values for Q (Magrini et al., 

2021) it becomes apparent that geometric spreading accounts for a large component of 

the decay at short distances while intrinsic attenuation controls the slope of the decay 

playing a larger role at longer distances (Figure 6). Note that to compare PSDs that are in 
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units of (m/s2)2/Hz we apply a 1-octave integration after removing the density scaling of 

1/Hz. The amplitude (A0) serves as the coastal boundary condition. We use a starting 

acceleration amplitude (A0) of ∼38.75 𝜇 m/s2 which converts to ∼ –84 dB (rel. 1 m/s2)2/Hz 

and is comparable to conditions found by Poppeliers and Mallinson, (2015) during a 

nominal storm (∼ –100 dB) once converted to PSD in terms of acceleration, ∼ –89.5 dB 

(rel. 1 m/s2)2/Hz. Application of this model to all CU and TA L48 stations adopting, a Q 

value of 2000, a velocity of 1.5 km/s and a 1.875 s Rayleigh wave (middle of the range) 

generally fit the observations well near the coastlines of the contiguous US (Figure 7). 

Predicted power from the model also provides reasonable fits to the observations in much 

of the intermountain west, the east coast of the US, as well as most stations within the 

CU network.  

Figure 6. Observed power in the 0.75-3 s range as a function of distance plotted against a 
simple surface wave power decay model. a) gray dots show mean 0.75-3 s power from 
each TA L48 station median power curve. Decay curves are shown as colored lines 
corresponding to Q value used in the model. Black dashed lines show distance extent 
plotted in panel b. b) same as a, but includes median 0.75-3 s power from each CU station 
median power curve (black dots), and zoomed in to show detail. CU stations are labeled. 
Since CU distances were measured manually, we measured to nearest beach rather 
strictly adhering to coastline. We did this to avoid sheltered bays and inlets where beach 
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energy is subdued such as the Gulf of Fonseca near TGUH, and Guantanamo Bay near 
GTBY. 
 

 
Figure 7. Maps showing observed and predicted power levels of the TA and CU networks. 
a) observed 0.75-3 s average station power. b) predicted power decay from a simple 
surface wave power decay model, eq. (1). 
 

However, noise levels in some regions do not fit the model well. Examining residual 

power (observations-predictions), reveals large positive (under-prediction) discrepancies 

(> 15 dB) surrounding the Great Lakes shoreline, the Mississippi Embayment, stations 

furthest away from the coastline within the continental interior (within and south of the 

Williston Basin), and station BBGH in the CU network (Figure 8). High power levels in 

similar period bands have been previously identified within these L48 regions and have 

been attributed to differences in local geology, for the Mississippi embayment and 

Williston basin, (Koper & Burlacu, 2015; Anthony et al., 2022) and the generation of lake 

microseism energy for the region surrounding the great lakes shoreline (Xu et al., 2017; 

Anthony et al., 2018). To first order, our results agree with the results and interpretations 

of these previous studies. Large power residuals identify locations where local geology 

and differences in Q might have an outside influence on power levels, such as the 



107 
 

Williston Basin and Mississippi Embayment. However, it is important to note that certain 

basin geometries can drive frequency dependent surface wave amplification leading to 

local variability in Q sensitivity (Bowden and Tsai, 2017; Koper and Burlacu, 2018; Diaz et 

al., 2023b). 

Local geology and differences in Q could also explain anomalously elevated power 

at BBGH, which is a coral island with marine strata dominated surface geology, relative to 

stations ANWB and GRGR, which are both volcanic islands dominated by volcanic surface 

geology (Figure 8; French & Schenk, 2004). But the ability for residual power from our 

model to identify locations where local geology might play a large role in power level 

diminishes with increasing station-to-coastline distance. This is because the largest 

station-to-coastline distances are within the continental interior where multiple 

coastlines at similar distances would likely be contributing to the observed power. Our 

simple single point source model should therefore be expected to underpredict power 

and thus create large positive power residuals (Figure 6a). The low predicted power, ∼ -

150 dB, and high residual power, > 15 dB, in much of Nebraska (south of Williston Basin) 

may be an example of this scenario and could therefore be a non-physical artifact from a 

model shortcoming (Figure 7, 8). It should be noted that such low power near the NLNM 

in the 0.75-3 s band is observed at GSN station MAKZ (Makanchi, Kazakhstan) and AAK 

(Ala Archa, Kyrgyzstan). Both stations are located near the center of the Asian continent 

and have very large (> 2000 km) station-to-coastline distances in nearly all directions 

where significant power decay, up to -35 dB, is observed at short periods (Li et al., 2022). 

In any case the model presented here appears most relevant near the coast (Figure 6, 7). 



108 
 

It has been demonstrated that local geology can heavily influence background 

noise levels around the period band 0.75-3s (Anthony et al., 2022; Rindraharisaona et al., 

2022; Smith et al., 2023. However, variations in the nearshore source power can also 

significantly influence observed power levels in the 0.75-3 s period range (Gutenberg, 

1958; Bromirski et al., 2005; Anthony et al., 2018; Baker et al., 2019).  The period range 

of the anomalously elevated power observed on the CU stations and those L48 stations 

nearest the coast, ∼0.75-3 s, is below typical distant ocean generated secondary 

microseism peaks and is more indicative of nearshore generated energy (Bromirski et al., 

2005; Koper & Burlacu, 2015). Koper and Burlacu (2015) found local geology to be more 

important than proximity to coastline in generating high power levels observed on the TA 

L48 stations. However, the model presented here suggests that at 0.75-3 s, power levels 

at stations closest to the beach are more influenced by proximity to coastline. This may 

be because at 0.75-3 s, power from nearshore wave action and microseism can be more 

energetic on stations near the coast (Bromirski et al., 2005; Ardhuin et al., 2011; Anthony 

et al., 2018;). This is further demonstrated by the lack of power decay in the 4–8 s band 

(Figure 5). Application of this model to the Great Lakes region would be an extension of 

this reasoning and would serve to provide better fits to the observations and decrease 

the high residual power for that region in our map (Figure 8). However, the power of the 

starting amplitude (A0) would likely be lower than –84 dB (Figure 7). Fitting the model to 

regionally subset data could help characterize variations in apparent source power 

associated with different regions (e.g., Great Lakes, east coast US, west coast US, GSN 
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island sites) and time periods, due to storm activity (Gutenberg, 1958; Sufri et al., 2014; 

Poppeliers & Mallinson, 2015). 

Figure 8. Map showing difference in power between observations and predictions shown 
in Figure 6.    
 

Regardless of source, the empirically observed decay provides valuable 

information on the relationship with distance. The 0.75–3 s period range is important for 

teleseismic event detection, so reducing unnecessary elevated power in this range is of 

interest. Our model provides quantitative predictions of power decay at a given distance 

from coastline and indicates that a power reduction of 25 dB can be achieved by simply 

installing the seismometer 25 km from the coastline. This result could serve informative 

for island sites which play a critical role in global monitoring and detection efforts but 
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often display pervasively elevated background noise levels (Peterson et al., 1993; Ringler 

et al., 2023). 

Exact spectral peaks of the supposed nearshore energy remain unknown and will 

depend on location and mechanics of the source. Work toward an objective approach to 

determine an accurate choice in period range could serve useful but may be complicated 

by non-systematic overlap of multiple sources with unknown spectral peaks. 

Observations of elevated network and station median power signals that approach and 

sometimes exceed the NHNM informed our focus on the 0.75–3 s band here. However, 

the relationship between power levels and station proximity to coastline may also hold 

true for shorter period energy. A dense (< 1 km) transect of stations orthogonal to the 

coast with a high sampling rate could serve useful to further investigate this relationship 

at shorter periods and capture high frequency energy that may otherwise decay too 

rapidly to be detected by large TA interstation distances. A global survey across GSN 

stations to explore the extent to which this relationship could explain elevated 

background noise levels at island sites could also be an informative avenue of research. 

Such studies could prove useful in determining the extent to which power levels in the 

0.75–3 s band (and potentially shorter) could impede local and teleseismic event 

detection and could serve to verify and refine the model we present here.   
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3.6 Conclusion  

 We calculated PSDs to determine background noise levels of the CU network in 

the Caribbean and described the most discernable first order signals observed within 

0.05–300 s range. Power levels in the 0.75–3 s band are systematically elevated on the 

CU stations as well as L48 stations near the coastline and appear to decay as a function of 

proximity to coastline. This empirically derived relationship is well modeled with a simple 

surface wave amplitude decay with geometric spreading being the most important factor 

at stations near the coast (< ∼50 km). This rudimentary model provides predictions of 

power decay with distance from coastline and indicates that a power reduction of ∼25 

dB can be achieved by simply installing the seismometer 25 km away from the coastline. 

This finding may help to inform future site locations and array design thereby improving 

network performance and data quality.  

3.7 Data and Resources 

All seismic data used in this study is available at the IRIS Data Management 

Center under network codes CU and TA. All scripts used for making figures in this paper 

are freely available at: https://github.com/jwilgus/Caribbean_noise_SRL. We relied 

heavily on the Python library ObsPy (Megies et al., 2011). The associated supplemental 

material includes figures that show the small footprint vault installation style of many 

CU stations and power spectral density through time for stations TGUH, SDDR, and 

GRTK. 

The facilities of IRIS Data Services, and specifically the IRIS Data Management 

Center, were used for access to waveforms, related metadata, and/or derived products 

https://github.com/jwilgus/Caribbean_noise_SRL
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used in this study. IRIS Data Services are funded through the Seismological Facilities for 

the Advancement of Geoscience and EarthScope (SAGE) Proposal of the National 

Science Foundation under Cooperative Agreement EAR-1261681. 

Global Seismographic Network (GSN) is a cooperative scientific facility operated 

jointly by the Incorporated Research Institutions for Seismology (IRIS), the United States 

Geological Survey (USGS), and the National Science Foundation (NSF), under 

Cooperative Agreement EAR-1261681. 

Any use of trade, product, or firm names is for descriptive purposes only and 

does not imply endorsement by the U.S. Government. 
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Appendix 

3.A Supplementary figures 

Figure S1. Photographs of station ANWB showing small footprint vault installation style. 

 

 

Figure S2. Power spectral density for ∼1 month of time in 2018 for station TGUH. 
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Figure S3. Power spectral density over a span of 7 years for station SDDR. 

Figure S4. Power spectral density over a span of 7 years for station GRTK. 
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