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Abstract 

This thesis investigates the uncertainty in the experimental context of structural dynamics. 

This thesis proposes a method to estimate both the effect of boundary conditions, as well 

as two different methods to detect the location of sensors on a specimen. Firstly, this thesis 

proposes a technique to predict the dynamic behavior of any point along a cantilever beam 

with an uncertain transverse elastic restraint. The technique uses a new conversion 

expression which relies only on one impact hammer experiment with the whole system, 

referred to as the complex structure, and a model of the pure cantilever beam, the simple 

structure. This study validated the proposed method by estimating the Transfer Function 

(TRF) of the beam and comparing it with an experimentally measured TRF in a system 

with an uncertain boundary condition using a single input, single output (SISO) test and a 

model of the simple structure. Secondly, this thesis investigates the estimation of the 
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location of a sensor given the output data of a physical experiment with two different 

methods. Researchers often assume sensor location to be precise and reflect this 

assumption in the creation of Finite Element Models. Small errors in the sensor location 

may go unnoticed in the frequency domain but can however have an effect in the system 

identification and generate significant errors in the model accuracy. If these small errors in 

sensor location could be evaluated and corrected, the experiment could be updated to match 

the model more accurately. This thesis investigates experimental uncertainties in sensor 

placement with two separate approaches. One approach investigates the effect of sensor 

misplacement in the context of modal contributions to find a location error with 

experimental outputs. The other approach uses a model-matching process similar to a Finite 

Element Model Update (FEMU) to recognize and estimate a sensor location error. These 

two methods allow the operator to know if a sensor location should be corrected, and if it 

should be moved up or down.  This thesis demonstrates these approaches by using a steel 

cantilever beam with two accelerometers, changing the location of one, and implementing 

the proposed methods to detect the placement error. The two proposed processes can 

inform researchers of sensor misplacement, either by determining expected error levels 

based on modal contribution factors, or by matching the eigenvalues of a similar model to 

those experimentally observed. Researchers can then use this information to correct the 

deviation in the setup.  
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Chapter 1: Introduction 

1.1: Structural Dynamic MIMO testing 

Researchers use Multiple-Input, Multiple Output (MIMO) in structural dynamic testing 

for many fields. These range from building earthquake engineering to component 

testing for machinery such as in air and spacecraft. In the often-complex realm of 

dynamics, MIMO offers a variety of tools for understanding and effectively replicating 

field environments within the laboratory. This allows researchers to efficiently evaluate 

theories, designs, and components by testing them within the lab in a controlled 

environment, rather than in the field at full scale. Additionally, researchers use MIMO 

in the lab to check model legitimacy and perform model updates.  

Despite MIMO’s prevalence in structural dynamic testing, researchers still have 

much to learn. The plethora of journal papers being published about different aspects 

of MIMO testify both its widespread application and the fact that it is still a field under 

development, with many issues to improve and resolve. There are many aspects of 

MIMO that researchers are working to understand, such as boundary conditions, signal 

processing, nonlinearities, as well as many others. This thesis focuses on certain issues 

dealing with uncertain boundary conditions, and uncertainty in effects of sensor 

placement location. 

1.2: Thesis Outline 

This thesis investigates sources of uncertainty in MIMO dynamic structural testing, 

using a steel cantilever beam as the example specimen. This study performs 

experiments on SIMO systems for simplicity and to better control the test environment, 
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but the topics examined can extrapolate to apply to MIMO.  Below is a summary of 

each subsequent chapter in this thesis. 

Chapter 2 investigates the current state of literature with respect to the topics 

presented in this thesis, describing the relative strengths and weaknesses they 

demonstrate. This chapter also touches on how the research in this thesis augments and 

builds on the current state of knowledge within structural dynamic MIMO testing. 

Chapter 3 provides an in-depth description of the specimen and the equipment 

relevant to this thesis. Specimen dimensions and properties are discussed, as well as 

the assumptions underlying its application in this work. This chapter also summarizes 

the sensors, DAQs, and actuators that this research implemented in testing. Finally, 

Chapter 3 briefly reviews some related work that builds on and supports the research 

in this thesis. 

Chapter 4 presents the research pertaining to uncertainties in boundary 

conditions, reporting the experimental technique this thesis proposes for transforming 

a model to represent a more complicated system. This chapter also evaluates the 

performance of this technique at a range of frequencies, as found in an example 

experiment, and describes the overall strengths and weaknesses it possesses relative to 

the current standard approach. 

Chapter 5 discusses the research involving the use two techniques to identify 

the precise location of sensors in a physical test, given the output responses of an 

experiment. The first of these techniques incorporates the use of modal contributions 

with respect to the input signal to justify and explain patterns in error. The second 

technique uses a model-matching technique to identify sensor placement error by 
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selecting a model with sensor locations such that the natural frequencies match as 

closely as possible. In this chapter, there are different metrics for performing this model 

update, which the study analyzes and compares against each other, as well as indicating 

where there is a need for further research. 

Chapter 6 summarizes the results from Chapters 4 and 5, as relevant within the 

context presented in this chapter and Chapter 2. Chapter 6 discusses the conclusions of 

the work presented in this thesis, as well as the future work left going forward to further 

enhance the field and improve the capabilities of those who work in it. 
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Chapter 2: Literature Review 

2.1: Introduction 

This chapter presents an overview of the methods, techniques, and investigations offered 

by researchers concerning the topics discussed in this thesis. This chapter discusses the 

shortcomings of the available resources and how the current state of knowledge warrants 

the research this study encompasses. First, the literature review delves into the problem of 

Uncertain Boundary Conditions. Second, it discusses the problem of Sensor Location 

Effects, with an emphasis on uncertainty in sensor locations and the resultant error in a 

system’s mass matrix. 

2.2: Uncertain Boundary Conditions 

Researchers use models to design experiments prior to their implementation to help to 

establish input design as well as sensor and input locations [1-5], as Figure 2-1 illustrates. 

However, differences between generated models and real-world systems often cause 

misrepresentation of the system, which results in errors. Consequently, researchers must 

take uncertainties into account when using models to design an experiment [6]. Even 

though models are valuable to design tests, sometimes there is not enough information 

available to inform these models.  

Boundary conditions are an important part of models, but are often difficult to 

represent accurately, especially if its dynamic properties are unknown. Researchers use 

models to design experiments to test structures for vibration, shock, and impact analysis 

[7], but analytical models must properly represent the structure to be effective [8-9]. These 

boundary conditions complicate the structure, and the model must include their effects to 

represent it properly [10]. However, for dynamic analysis, theoretical models do not always 
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accurately consider the physical boundary conditions [11]. The model of a simple structure 

that does not represent the dynamic effects of any supports or attachments on it will result 

in errors if a researcher uses it inappropriately.  

 

Fig. 2-1: Modal Analysis Test Vehicle Setup after Test Design with a Model [4] 

 

The properties of the restraints in structural models are not always available. 

Modeling elastic restraints such as stingers on a beam typically requires understanding their 
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dynamic properties [12-13]. Specifically, researchers have developed methods to create a 

modal model for both the complex, coupled structure, and its independent components 

[14]. Figure 2-2 illustrates this substructuring process. However, they assume sufficient 

knowledge concerning the nature of the boundary conditions, which is not always 

available. While researchers have investigated methods to model uncertainties in these 

parameters [15-16], the quality of a model ultimately depends on the quality of the 

parameters assumed.  

 

Fig. 2-2: Compound Substructures [14] 

Substructuring uses either an analytical model such as an FE model or a modal 

model that consists of measured TRFs. Each of these has inherent strengths and weaknesses 

[17]. A FE model requires a high degree of computational power and storage, in addition 

to being difficult to accurately represent the setup [18]. Researchers have investigated 

methods to reduce and simplify models to be more computationally accessible while 

maintaining a reasonable degree of accuracy, but the problem is still unsolved [19-21]. 

Likewise, using an experiment based modal model requires sensors to measure the outputs 

at every relevant location. The number of sensors can be limited, and adding sensors 
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changes the dynamic properties, often requiring an analytical model to remove their effects 

[22-24].  

Structural Dynamic Modification (SDM) theory [25-26] has a similar approach for 

identifying changes in a structure [25]. While the theory involves both applying measured 

TRFs and analytical models [26], researchers tend to use it for “black box systems,” where 

the system is too complex for a purely analytical model to be practical [27]. SDM has many 

of the same strengths and weaknesses as substructuring, allowing for accurate, well-

informed results, at the expense of large, difficult models or intensive experimental 

analysis. Some analogies to SDM can be found in this method including, but not limited 

to, Sestiere [29]. Their work covers equations explaining the generalized effect of a system 

alteration to the dynamic properties given the change in mass, stiffness, and damping which 

the alteration causes. This study discusses a novel approach to a 1DOF imposed restraint 

case on a cantilever beam that can be applied using the results obtained from a single sensor 

and test, without knowledge of how exactly the fundamental matrices describing the system 

change. Additionally, this thesis discusses its application in the laboratory and obtaining 

these transfer functions as the source of information for the mathematical derivation. This 

study presents a simplified experimental technique as a laboratory adoption of the 

simplified mathematical model. This implementation enables the estimation of the changes 

in a laboratory specimen after one degree of complexity is added.  The method presented 

in this thesis provides a way to make similar estimations with less involved steps required. 

In summary, substructuring and SDM are useful tools, with their own limitations as well. 

Chapter 4 of this thesis provides and tests a novel method that combines the model 

of a simple structure and the result of a SISO experiment with the complex structure to 
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estimate the TRFs of output locations not found in the test. A cantilever beam with a stinger 

attached as a partial transverse restraint comprises the complex structure. The proposed 

method requires less foreknowledge than building a Finite Element Model for the entire 

system and is easier to implement than directly measuring the TRFs for every possible 

output, as necessitated by many of the current practices. 

2.3: Sensor Location Effects 

Experiments play a major role in structural dynamic research such as modal analysis. 

Researchers use experiments to learn about the natural world, validate theories, and test 

components. These experimental applications help improve safety in different industries 

and advance the state-of-the-art knowledge in the field. As a result, it is important for 

researchers to have a high degree of confidence that the experiment they perform is the 

experiment they think they are performing. Deviations between the intended experiment 

and what is performed can result in large errors that may completely change the conclusion 

of a test if not caught and properly addressed [6]. These deviations between intended and 

performed experiments can occur across many different aspects of a test, and the effects 

can range from being negligible to highly consequential. This forces the researcher to 

understand the sensitivity of these parameters with respect to the dynamic response of the 

system as well as the uncertainty associated with each one [30-32]. These parameters cover 

aspects of the experiment from input loads to boundary conditions to sensor placement, 

which is the subject of Chapter 5. 

The presence of sensors on a Subject Under Test (SUT) can cause discrepancies 

between reality and the researcher’s idea of what they are testing. When these discrepancies 

are too severe, researchers must find ways to reconcile the systems [33]. One method of 
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doing this is by mitigating the effect of the sensor on the real system [34-37]. Researchers 

also reconcile the systems by including the mass of the sensor within a model to match 

their presence in an experiment. Once the model adequately matches the experiment, the 

sensor masses may be removed from the model to better simulate the behavior of the SUT 

in the field, when no sensors are present. However, many of these methods assume the 

location of the sensors to be known precisely, and the decoupling procedures can be prone 

to severe error propagation [38]. The dynamic effect of sensor mass cannot be ignored in 

many tests, such as those in which the sensor mass is not insignificant compared to that of 

the SUT.  

Chapter 5 of this thesis investigates the estimation of the location of a sensor given 

the output data of a physical experiment. One way the research does this by demonstrating 

the effect of a small misplacement of the sensor on the system outputs and performing a 

process similar to a model update by iteratively changing the positions of the sensors. 

Several methods of performing a Finite Element Model Update (FEMU) indirectly move 

the mass of the sensors in a model by updating the Mass Matrix [39]. When sensor mass is 

significant relative to the nodal mass of the FEM, then focusing specifically on sensor 

location will yield similar results as reevaluating the entire mass matrix. Comparing output 

results from a real experiment with those from a model can only be done effectively if the 

sensor or output locations are truly analogous. This chapter demonstrates the ability of a 

model update to detect the misplacement of the sensor and allow the researcher to correct 

the error. It achieves this by creating a Finite Element Model (FEM) of the cantilever beam 

using the same geometric and material properties as the experimental beam and altering it 

with the iterative movement of a sensor location in the model until the model natural 
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frequencies best match those of the test. Another way this chapter investigates the 

estimation of the location of a sensor given the output data of a physical experiments by 

the application of insights offered by modal contributions to identify errors in sensor 

location. This chapter demonstrates this by finding the modal contributions of each mode 

at a range of frequencies and combining this with the input signal frequency magnitudes to 

indicate the extent to which each mode is relevant for a given input signal. The thesis 

examines the variation in each mode per a change in sensor location considering this 

parameter to justify and explain the patterns of error in the experiment. These methods 

potentially allow for the correction of placement errors in a physical experiment, as well 

as a deeper understanding of how the errors affect the dynamic response of the system. 

In summary, the work presented in this chapter demonstrates the ability of these 

two methods to detect the misplacement of a sensor. Since the methods rely on detecting 

changes in the dynamic properties, they will be most effective in experiments where the 

mass of the sensors relative to the mass and stiffness of the structure are not insignificant, 

while offering little insight for large, very stiff structures with small, light sensors. These 

techniques potentially allow for the correction of sensor placement errors in a physical 

experiment.  
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Chapter 3: Experiment Specimen and Setup 

This chapter details the specimen, the equipment, and the base setup this thesis uses. 

Subsequent chapters will reiterate some of these details, as relevant to each experiment, as 

well as describing what factors distinguish them from other tests or the base setup. This 

chapter also gives a brief introduction to other research performed with similar setups, and 

how they either build on or lead to the work presented in this thesis. 

3.1: Specimen 

3.1.1: Dimensions and Properties 

This thesis examines a base structure of a hot rolled steel cantilever beam. The beam is 1.5 

inches wide, by 1/8th of an inch thick (3.81x0.3175 cm). This thesis uses 2 beams with this 

cross-section in the experiments and models. Chapter 4, which discusses uncertain 

boundary conditions, uses a 33 inch-long beam (83.82 cm), while Chapter 5, which 

discusses sensor location, uses a 34.5 inch-long beam (87.63 cm). Two sensors attach to 

the beam for the work presented in this thesis, one attaches at the tip, and one attaches at 

the one third point. Each of these sensors connects to the beam via a magnetic plate. The 

combined mass of each senor with its respective plate is 0.0952 lb-mass, or 43.2 grams.  

The base of the beam is tightly clamped between two ½ inch (1.27 cm) thick steel 

plates, which are in turn tightly clamped to a 1.5 inch by 3 inch (3.81x7.62 cm) stretch of 

80/20 aluminum framing, which bolts into the concrete strongwall and foundation. The 

experiments have arranged the setup such that all forces applied to the beam act to excite 

the beam about its flexible axis and are aligned with the framing member’s strong axis. 

Figure 3-1 illustrates the base beam setup. 
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Fig. 3-1: Base Beam Diagram 

3.1.2: Assumptions 

The work in this thesis makes several notable assumptions concerning the nature of the 

physical setup. Many of the effects of these assumptions are most likely negligible, but it 

is nonetheless important to recognize what they are and to what extent they may or may 

not be valid. 

The first primary assumption is that of fixity. This study assumes that the base of 

the cantilever beam is perfectly rigid. In the real world, this assumption can never be true, 

but this research considers the effects of any non-rigidity to be negligible within the scope 

of the work presented. This thesis provides no work or conclusions for frequencies higher 

than 200 Hz, while the effects of fixity in these types of settings tends to affect higher 

orders of magnitude frequencies. 

The next main assumption is that of linearity. Like fixity, true linearity does not 

exist in the real world, but this study treats the beam and all related dynamic systems as 

One Third 

Accelerometer 

(11.5”) 

Tip 

Accelerometer 

(34.25”) 

Fixed Support 
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though they are perfectly linear. The work presented in this thesis relies on small-scale 

forces and deflections, where the maximum displacements along the beam are well below 

5% of the beam’s length. As a result, the work in this thesis treats suspected sources of 

non-linearity such as the sensor cords and air resistance as negligible. 

Each test also assumes that all forces which the beam experiences are perpendicular 

to the plane of the broad side of the beam. Different tests actuate the beam either with an 

impact hammer or a stinger-based actuator, with those using the actuator as the more liable 

to violate this assumption. This is due to the potential change in angle where the stinger 

connects to the beam as the beam vibrates, causing the stinger to impose a small moment 

as it deflects to accommodate the vibration. Since the deflections of the beam were kept 

small, this research considers any rotational or lateral forces applied by the stinger to be 

negligible.  

3.2: Equipment 

3.2.1: Sensors 

The experiments in this thesis use two piezoelectric accelerometers to observe and record 

experiment outputs. These sensors are Model 353B03 accelerometers, from PCB 

Piezotronics. They have a measurement range of ± 500g, with a broadband resolution of 

0.003 g. Using a quartz-shear sensing element, it can accurately measure frequencies 

between 1 and 7000 Hz. Figure 3-2 illustrates one of these sensors, with PCB Piezotronics’ 

website providing the picture [40]. 
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Fig. 3-2: PCB Accelerometer [40] 

When a stinger excites the beam, load cells are placed between the stinger and the 

beam to collect and record the applied input forces. These load cells are Model 208C02 

Force Sensors. Like the accelerometers, PCB Piezotronics produces these sensors, and 

provided the picture on their website [41]. These sensors can accurately measure up to 100 

lbf, at a frequency range of 0.001 to 36,000 Hz, with a broadband resolution of 0.001 lbf. 

Figure 3-3 provides a picture of one of these sensors. 

 

Fig. 3-3: PCB Force Transducer [41]  
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3.2.2: Actuators 

The experiments in this thesis use two methods for exciting the structure. The first of these 

is with an impact hammer. This piece of equipment is a Model 086C03 modally tuned 

impulse hammer. Manufactured by PCB Piezotronics, it can measure up to 500lbf of force 

with its quartz sensing element. The hammer has a total length of 8.5 inches (21.59 cm), 

with a tip diameter of 1/4th of an inch (0.635 cm). The resonant frequency of the hammer 

is well beyond the range relevant to the scope of these tests at over 22,000 Hz. 

 

Fig. 3-4: Impact Hammer 

In addition to an impact hammer, experiments incorporate the application of an 

electrodynamic magnet shaker, which excites the structure via nylon 10-32 stingers, which 

connect to the beam with magnetic plates. The actuators used are Model K2007E01 

Smartshakers, manufactured by The Modal Shop Inc., with up to 7 lbf peak sine force and 

maximum shock force of 15 lbf. This shaker has a double amplitude maximum stroke 

length of ½ of an inch, and has a peak acceleration of 70 g when unloaded, or 3.3 g when 

loaded at maximum capacity with 2 lb. This shaker is illustrated in Figure 3-5. 
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Fig. 3-5: Smartshaker 

3.2.3: Data Acquisition System 

Experiments used an 8-chanel Data Acquisition system (DAQ) to collect and record the 

signals generated by the sensors. The DAQ is the VibPilot, which m+p international 

produces. This DAQ receives data with 24-bit analog-to-digital converters (ADCs) up to a 

102.4-kHz antialiased sampling rate. This hardware also has 2 source output channels, 

which input the relevant signals to the Smartshaker when it excites the beam. Figure 3.6 

depicts this DAQ, m+p providing the picture [42]. 
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Fig. 3-6: VibPilot [42] 

3.3: Application 

3.3.1: Finite Element Model 

This thesis frequently uses a Finite Element Model to represent the structures examined. 

As well as being an integral part of some of the methods proposed in this thesis, this tool 

allows for virtual simulations to be performed. Virtual simulations have several advantages 

to help augment physical experiments. These include the ability to isolate sources of error, 

predict the results of changes to the physical setup, and better investigate some of the 

underlying theory to better understand the way the physical setup behaves. 

This thesis uses an FEM of the beam which is a Euler-Bernoulli beam. After 

creating the Mass and Stiffness matrices with a MATLAB® code the eigenvectors and 

eigenvalues were calculated. Sensors are represented by lump masses applied to the Mass 

matrix as appropriate depending on their location. Using the Log-decrement method on an 

experiment allowed a damping estimate, which was used with the Mass and Stiffness 

Matrices to create a state-space model within MATLAB®. The research uses this state 

space model to take the virtual system and perform different simulations and modal 

analyses. Each time the research used this FEM, the code implementing it started from the 
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definitions of these parameters. This allows changes in properties such as height or sensor 

location to be easily addressed and altered to best match the experimental case.  

As an example for how this thesis derives and applies this model, consider a 

simple 2 DOF cantilever beam with no damping. 

 

 

Fig. 3-7: 2 DOF Beam Example 

Based on Newtons Equations of motion: 

𝑚𝑖𝑥𝑖 =̈ 𝐹(𝑡)𝑖 + 𝑥𝑖𝑘𝑖 − (𝑥𝑖 − 𝑥𝑖+1)𝑘2  (3.1) 

, where 𝑚𝑖 is the mass of node i, 𝑥�̈� is the acceleration at node i, 𝐹(𝑡)𝑖 is the 

external force applied at node i, 𝑥𝑖 is the displacement at node i, and 𝑘𝑖 is the stiffness of 

the element associated with node i. Defining the parameters as vectors and matrices, 

where n is the number of nodes: 

𝑝(𝑡) = [

𝐹(𝑡)1
𝐹(𝑡)2

…
𝐹(𝑡)𝑛

] , K = [

𝑘1 + 𝑘2 −𝑘2 0 0
−𝑘2 𝑘2 + 𝑘3 … 0
0 … … …
0 0 … 𝑘𝑛

] ,M = [

𝑚1 0 0 0
0 𝑚2 0 0
0 0 … 0
0 0 0 𝑚𝑛

] (3.2) 



 

 

19 

 

Therefore, rearranging into matrix form: 

[

𝑚1 0 0 0
0 𝑚2 0 0
0 0 … 0
0 0 0 𝑚𝑛

] [

𝑥1̈

𝑥2

…
𝑥�̈�

̈
] = [

𝑘1 + 𝑘2 −𝑘2 0 0
−𝑘2 𝑘2 + 𝑘3 … 0
0 … … …
0 0 … 𝑘𝑛

] [

𝑥1

𝑥2

…
𝑥𝑛

] + [

𝐹(𝑡)1
𝐹(𝑡)2

…
𝐹(𝑡)𝑛

] (3.3) 

Define state vectors 𝑞(𝑡) and 𝑞(𝑡)̇  as vectors of the beam response as given by the 

equations: 

𝑞(𝑡) =

[
 
 
 
 
 
 
 
𝑥1

𝑥2

…
𝑥𝑛

𝑥1̇

𝑥2̇

…
𝑥�̇�]

 
 
 
 
 
 
 

∴  𝑞(𝑡)̇ =

[
 
 
 
 
 
 
 
𝑥1̇

𝑥2

…
𝑥�̇�

̇

𝑥1̈

𝑥2

…
𝑥�̈�

̈

]
 
 
 
 
 
 
 

(3.4) 

Define State Space Matrices State Matrix A and Input Matrix B such that 

[𝑞(𝑡)̇ ] = [𝐴][𝑞(𝑡)] + [𝐵][𝑝(𝑡)] (3.5) 

𝐴 = [
[0] [𝐼]

[−𝐾 × 𝑖𝑛𝑣(𝑀)] [0]
] ,   𝐵 = [

[0]

[𝑖𝑛𝑣(𝑀)]
] (3.6) 

, where [0] is a nxn matrix of zeros, and [I] is a nxn identity matrix. Combining 

into the State Equation: 

[
 
 
 
 
 
 
 
𝑥1̇

𝑥2

…
𝑥�̇�

̇

𝑥1̈

𝑥2

…
𝑥�̈�

̈

]
 
 
 
 
 
 
 

= [
[0] [𝐼]

[−𝐾 × 𝑖𝑛𝑣(𝑀)] [0]
]

[
 
 
 
 
 
 
 
𝑥1

𝑥2

…
𝑥𝑛

𝑥1̇

𝑥2̇

…
𝑥�̇�]

 
 
 
 
 
 
 

+ [
[0]

[𝑖𝑛𝑣(𝑀)]
] [

𝐹(𝑡)1
𝐹(𝑡)2

…
𝐹(𝑡)𝑛

] (3.7) 

The vector Y represents the total output, as found by multiplying 𝑞(𝑡) by the 

output matrix C and 𝑝(𝑡) by the feedthrough matrix, D. Since this example examines the 
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outputs of all nodes, the output equation effectively just builds on the state space 

equation. 

𝑌 =

[
 
 
 
 
 
 
 
 
 
 
 
𝑥1

𝑥2

…
𝑥𝑛

𝑥1̇

𝑥2̇

…
𝑥𝑛

𝑥1̈

𝑥2

…
𝑥�̈�

̈

̇

]
 
 
 
 
 
 
 
 
 
 
 

, 𝐶 = [

[𝐼] [0]
[0] [𝐼]

[−𝐾 × 𝑖𝑛𝑣(𝑀)] [0]
] , 𝐷 = [

[0]
[0]

[𝑖𝑛𝑣(𝑀)]
] (3.8) 

[𝑌] = [𝐶][𝑞(𝑡)] + [𝐷][𝑝(𝑡)] (3.9) 

Substituting into Equation 9: 

[
 
 
 
 
 
 
 
 
 
 
 
𝑥1

𝑥2

…
𝑥𝑛

𝑥1̇

𝑥2̇

…
𝑥𝑛

𝑥1̈

𝑥2

…
𝑥�̈�

̈

̇

]
 
 
 
 
 
 
 
 
 
 
 

= [

[𝐼] [0]
[0] [𝐼]

[−𝐾 × 𝑖𝑛𝑣(𝑀)] [0]
]

[
 
 
 
 
 
 
 
𝑥1

𝑥2

…
𝑥𝑛

𝑥1̇

𝑥2̇

…
𝑥�̇�]

 
 
 
 
 
 
 

+ [

[0]
[0]

[𝑖𝑛𝑣(𝑀)]
] [

𝐹(𝑡)1
𝐹(𝑡)2

…
𝐹(𝑡)𝑛

] (3.10) 

This illustrates the fundamental method used to generate the FE models in this 

research. The models this research incorporates are complicated only by the application of 

damping, the consideration of rotational DOFs, and simply using more than two nodes.  

 3.3.2: MIMO Testing 

Besides the results discussed in this thesis, there is other related work which uses a similar 

beam to perform research in MIMO testing. The results in this thesis are only single input, 

as the research investigates the individual sources of uncertainty in MIMO on a smaller 
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scale, but some testing involves true MIMO experiments. For one of these, a series of 

simple Multiple Input Multiple Output (MIMO) tests were performed on a cantilever beam 

to establish a measure of test-to-test variation and investigate how this reflected in the 

relevant TRFs and inputs which were estimated with inverse MIMO. These tests used two 

input stingers. Figure 3-8 depicts the physical setup for these tests. 

 

Fig. 3-8: MIMO Test Setup 

The series of experiments consisted of a three-test process, which was performed 

four times. The first of these tests actuated the beam with Input 1, while Input 2 received 

no signal. The second test actuated the beam with Input 2, while Input 1 received no signal. 

The research calculated independent TRFs from each input location from these two tests. 

Finally, both Inputs actuated the beam simultaneously.  

This experiment provides many aspects of MIMO to analyze, such as shaker 

interaction, stinger stiffness effects, and noise variability. Using the research presented in 

this thesis will allow for even deeper investigation, potentially eventually removing the 

effects of non-axial loads from the stingers and ensuring adequate sensor placement on the 

beam. 
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Chapter 4: Transforming a Simple Structure Model to Represent a 

Complex Dynamic System with Unknown Boundary Restraints 

4.1: Introduction 

This chapter provides and tests a novel method that estimates the TRFs of a complex 

structure. This method combines the model of a simple structure and a SISO experiment 

with the complex structure to make these estimations. This study compares an 

experimentally measured TRF with one estimated with this method for validation. This 

method requires less foreknowledge than building a Finite Element Model for the entire 

system and is easier to implement than directly measuring the TRFs for every possible 

output. 

4.2: Experiment Objective and Research Methodology 

This chapter experimentally estimates the dynamic properties of a complex structure with 

knowledge of the simple system, only one SISO experiment, and no information of the 

complex boundary condition. The following sections describe the complex structure 

selected for this experiment, the simple system model, and the research methodology.  

4.2.1: Complex Structure 

A 33 inch (83.82 cm) long steel cantilever beam which clamped to a stiff frame is the 

specimen for these tests. Sensors measuring the output acceleration attached at the tip and 

the 1/3rd mark respectively. A stinger, representing a partial transverse restraint, connected 

at the 1/3rd location as well. This component rigidly attached to a strong wall and 

constituted the uncertain boundary condition/component attached to the simple structure, 

turning it into a complex structure. This attachment changed the dynamic properties of the 
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system significantly, rendering a model of the simple structure obsolete by itself. Figure 4-

1 displays this setup. 

 

 

This thesis refers to the new structure as the “complex structure” which includes 

the new complex dynamic system composed of just a single structure with the complex 

attachments. This nomenclature for the manuscript allows the comparison of two 

analogous structures: simple structure (without complex boundary conditions) and 

complex structure (simple structure with complex attachments). Additionally, this 

generalizes the process to be more versatile.  

Figure 4-2 depicts the TRF relating the acceleration response at the tip of the beam 

to the force input applied by the impact hammer at one third its height, before and after 

applying the uncertain boundary condition. This demonstrates the changes in mode for 

transforming the simple structure to a complex, illustrating the well-documented problem 

Fig. 4-1: Complex Structure Setup 
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this study tries to address. Within the frequency range observed, the attachment of the 

boundary condition squeezes the modal frequencies to shift in towards 30 Hz. This is most 

evident in the second, third, and fifth modes. These modes also increase in damping 

significantly when the system is changed to a complex structure. 

 

Fig. 4-2: BC Attachment Effects on Example TRF 

 

4.2.2: Dynamic Model of Simple System 

A Finite Element (FE) model of the simple structure without a stinger attached uses the 

same geometric and material properties as the experimental beam to inform it. A cantilever 

element generated in MATLAB® with a hundred nodes represents the beam. This model 

follows Euler-Bernoulli Beam Theory. Each node of the model represents a cross section 

slice of the beam and may only move laterally along the beam’s weak axis. Larger lump 

masses apply at the tip and one third location to account for the effects of the sensors on 
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the beam’s dynamic response. Figure 4-3 presents a representation of the beam as a series 

of lump masses overlaying the cantilever specimen.  

 

Fig. 4-3: FEM Representation 

The study calculated the TRFs of the FE model of the simple structure with the 

following expression:  

𝐻(𝜔) =
𝑆𝑋𝑌

𝑆𝑋𝑋
̅̅ ̅̅ ̅

 (4.1) 

, where the H is a Transfer Function, ω is each frequency line, 𝑆𝑋𝑌 is the cross-

spectral density of the input force and the output response, and 𝑆𝑋𝑋 is the auto-spectral 

density of the input force. In a continuous domain, the cross-power density is given by the 

equation: 

𝑆𝑥𝑦(𝜔) = ∑ 𝐸{𝑥𝑛𝑦𝑛−𝑚
∗ }

∞

𝑚=−∞

𝑒−𝑖𝜔𝑚 (4.2) 

, where 𝑥𝑛 and 𝑦𝑛 are two jointly stationary random processes, -∞ < n < ∞, E{ } is 

the expected value operator, and i is the square root of -1. 



 

 

26 

 

The study conducted a test without the restraint attached as a pure cantilever beam 

to update the FE model of the simple structure. From this test the study obtained an 

experimental damping factor by using the Log Decrement Method. This damping factor 

was then assumed to be a constant, universal coefficient for the FEM, despite the fact that 

damping does vary with frequency. This test is comprised of striking the structure with an 

impact hammer at the 1/3rd location. Each test consisted of three independent strikes to the 

beam with a sampling rate of 8192 Hz. Since using a hammer excitation generates a zero 

at the frequency 𝑓=1⁄T 𝐻𝑧, where 𝑇 is the duration of the hammer impact, the average of 

these tests comprised the resultant TRF. It is worth mentioning that each of these three tests 

returned very similar results, especially when compared to the changes present when 

moving from a simple to complex structure. 

 The recorded data channels consisted of the impact hammer and the accelerometer 

at the 1/3rd height (same location). The FEM Mass Matrix implements the masses of the 

sensors and their connective plates as additional lump masses. It is worth mentioning that 

this experiment was conducted prior to attaching the stinger to the simple beam.  

Table 4-1 shows the comparison of the simple cantilever structure between the FE 

model and the experiment, displaying the modal masses and the modal frequencies. The 

calculation of the Modal Masses used the un-normalized values of the modes, obtained 

from a 276-node model. The study normalized the mode shapes only for visualization 

purposes using the top DOF as the denominator and presenting a 2DOF mode shape for 

better comparison with the experiment. The two accelerometers were attached at the tip 

and 1/3rd height, respectively, since the simple model needs to represent a portion of the 

complex model. The errors of the frequencies of the first four modes of the structure are 
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all under 2%, except for the fourth natural frequency which is 2.71%. Table 4-2 also 

displays the damping associated with each mode, while Figure 4-4 presents the mode 

shapes. 

Table 4-1: Natural Frequency Comparison (Hz) 

 Modal 

Mass (kg) 

Modal 

Mass (%) 

MATLAB® FEM 

Mode Frequency 

Experiment 

Mode Frequency 

Frequency 

Difference 

Frequency % 

Error 

𝑓1 0.57 63.58 2.93 2.90 0.03 1.03 

𝑓2 0.21 22.86 18.13 17.93 0.2 1.12 

𝑓3 0.06 6.53 50.08 49.87 0.21 0.42 

𝑓4 0.02 2.54 106.20 103.4 2.8 2.71 

 

Table 4-2: Modal Damping Comparison (%) 

  MATLAB® Finite Element 

Model 

Experiment 

Results 
Difference % Error 

𝑓1 2.37 2.22 0.15 6.82 

𝑓2 0.38 0.38 0.00 0.18 

𝑓3 0.13 0.14 0.00 -2.18 

𝑓4 0.07 0.07 0.00 -1.66 

  

 
   (a)                                                      (b)  

Fig. 4-4: Simple Case Mode Shapes: (a) 2D View of Experiment; (b) Comparison of 

Experimental and FEM Modes 1 and 2 
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4.2.3: FE Model Update  

This study updated the TRF from the simple model between 0 and 110 Hz applying 

Dynamic Time Warping to ensure peak and pole alignment between the model and the 

experiment for the first four modes. The error between the estimated and the 

experimentally measured TRFs of the simple structure evaluates the validity of the simple 

model. The following equation quantifies the difference between two TRFS using the 

decibel error [43]; 

𝐸𝑟𝑟𝑜𝑟 = 20 log10 (
𝑇𝑅𝐹 𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒

𝑇𝑅𝐹 𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑
) (4.3) 

, where Error is the error metric for a given frequency line, the TRF Estimate is the 

estimate for that line, and TRF Standard is that of the ground truth. In this case, TRF 

standard is always the TRF obtained directly from measured outputs of an experiment. 

Across a range of frequencies, the error is the average absolute decibel error of those 

frequencies. 

Figure 4-5 compares the TRF from the FE model of the simple structure and the 

experiment with the simple structure at 1/3rd of the height, with respect to an input force at 

the same location. Figure 3-4(a) shows the TRF amplitudes of both the model and the 

measured experiment. Figure 3-4(b) shows their decibel error. The largest errors in the 

TRF of the model of the simple structure are in the regions near the peaks and poles, with 

a maximum error of 3.3 dB outside these regions. The average error between the TRFs of 

the dynamic model and the experiment is 0.85 dB between 0 and 110 Hz. This study 

prioritizes maintaining the fidelity of the peaks in the model of the simple structure and 

chooses this model for the derivation of the complex experiment estimation.  
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Fig. 4-5: Model Vs. Experimentally Measured TRFs at 1/3 Height (a) Magnitude (b) 

Decibel Error 

The study used this model to estimate the dynamic properties of the complex 

structure by combining it with the results of one SISO experiment, as described in the next 

section. 

4.2.4: Research Methodology 

The objective of this chapter is to develop a method that estimates the TRFs of unmeasured 

locations on a complex structure. The method achieves this by combining the finite element 

model of a simple structure with the results of a SISO complex structure test. This offers a 

tool to use in designing experiments which eliminates the need to create a full model with 

the complex structure and is more versatile than experimentally creating a modal model. 

Figure 4-6 summarizes the proposed methodology, demonstrating how a simple FEM 

model is combined with a complex experiment to yield TRF estimates for all output 

locations. 

(a) 

(b) 
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Fig. 4-6: Combining the FEM of a Simple Structure with a SISO Experiment 

This method assumes that the system is fully linear; the restraint exerts only an 

axial force with no rotational or translational effect; and that the dynamic model of the 

model of the simple structure is an accurate representation of the simple system. 

4.3: TRANSFORMATION DERIVATION 

4.3.1: Boundary Condition 

In the example this thesis presents, an impact hammer actuates the beam at the same 

location that the restraint was connected to the structure. An accelerometer collects the 

response on that same location. The possibility of limited experimental access is one of the 

motivations for developing this method as a first step to enable a new experimental 

technique. In a more complex example where the input is not at the same location, more 

terms are involved but the derivation process remains the same. 
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This experiment used a load cell between the stinger and the beam to measure the 

force the inactive stinger applies. The methodology makes assumptions about the 

relationship between the force of the stinger and the input force, and the study used this 

data channel to validate those assumptions. The presence of the load cell is omitted from 

descriptions of the experiment in the rest of the thesis since the details of this validation 

step are not critical and the method is developed for the case where there is no load cell at 

the tip of the stinger. 

This derivation assumes linear superposition and considers the effects of the stinger 

to be a dependent input to the structure. With this assumption, a TRF of the simple structure 

with respect to the input force is identical to the TRF of the complex structure with respect 

to the combined input force from the hammer and reactionary force applied by the stinger. 

Assuming the use of a model representative of the simple structure, the expression for the 

output of the complex structure within the frequency domain is then: 

𝐴 =  𝐻𝑀𝑜𝑑 ∗ (𝐹𝐻𝑎𝑚 + 𝐹𝐿𝐶) (4.4) 

, where A is the Fourier transform of the output acceleration, 𝐻𝑀𝑜𝑑 is the TRF from 

the model of the simple cantilever structure for a single arbitrary location,  𝐹𝐻𝑎𝑚 is the 

Fourier transform of the applied input force by the hammer, and 𝐹𝐿𝐶 is the Fourier 

transform of the reactionary force of the restraint.  

𝐻𝑀𝑜𝑑 is distributed between the two forces which constitute the total input.  

𝐴 =  𝐻𝑀𝑜𝑑 ∗ (𝐹𝐿𝐶) + 𝐻𝑀𝑜𝑑 ∗ (𝐹𝐻𝑎𝑚) (4.5) 

This treats the applied input and the reactionary force from the restraint as two 

separate inputs with their own relationships to the output. The hammer is the only 

independent input and the reactionary force applied by the stinger consists of a function of 
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the hammer’s input and the system properties. 𝐻𝑆𝑡𝑖𝑛𝑔 relates the output force of the restraint 

to the input force applied by the impact hammer, similar to a traditional TRF: 

𝐹𝐿𝐶 = 𝐻𝑆𝑡𝑖𝑛𝑔 ∗ 𝐹𝐻𝑎𝑚 (4.6) 

, where 𝐻𝑆𝑡𝑖𝑛𝑔 is the experimental TRF of the reactionary force of the stinger to the 

input force of the impact hammer, as shown in Figure 4-7. 

 
Fig. 4-7: TRF HSting Description: (a) input and output data sources (b) HSting TRF 

Magnitude 

 

Substituting this term into equation (4.4) yields: 

𝐴 = 𝐻𝑀𝑜𝑑 ∗ 𝐹𝐻𝑎𝑚 + 𝐻𝑀𝑜𝑑 ∗ 𝐻𝑆𝑡𝑖𝑛𝑔 ∗ 𝐹𝐻𝑎𝑚 (4.7) 

4.3.2: Application 

Let 𝐻𝑇𝑒𝑠𝑡 denote the TRF of the complex structure which relates the output acceleration to 

applied input force. Dividing both sides of Equation 4.7 by 𝐹𝐻𝑎𝑚 leaves the definition of 

𝐻𝑇𝑒𝑠𝑡 on the left. Reorganize the right side of the equation to obtain: 
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𝐻𝑀𝑜𝑑 =
𝐻𝑇𝑒𝑠𝑡

1 + 𝐻𝑆𝑡𝑖𝑛𝑔

(4.8) 

 This estimates the simple structure TRF based only off of TRFs from the test with 

the complex structure. Moreover, inverting the expression obtains the TRF of the complex 

structure with respect to the applied force based upon a model of the simple structure. 

Rearranging equation 4.8:  

HTest = HMod ∗ (1 + HSting) (4.9)  

The conversion function developed is independent of the output with no related 

data channels or TRFs. This indicates that the factor is the same irrespective of the output. 

As a result, a straightforward test obtains the conversion function without considering the 

load cell measuring the force applied by the extra connection. Further rearranging to 

convert the model of a simple structure to represent a more complex one produces Equation 

4.10: 

Conversion Expression = (1 + HSting) =
HTest

HMod

(4.10) 

The ratio of the TRFs for an arbitrary DOF is equal to a parameter dependent 

exclusively on HSting, which is itself independent of what DOF is considered. This means 

that the ratio shown is equivalent to the conversion expression for any given DOF, since 

the relationship stands for a generalized case and the expression it is equivalent to is 

independent of the DOF chosen. HTest represents a single point. This conversion 

expression yields an estimate for the TRF of any other point, as according to the equation: 

HX = HModX ∗
HTest

HMod

(4.11) 

, where HX is the estimated TRF of a point not measured in the complex experiment 

and HModX is the TRF for that point from the simple model. This conversion expression 
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relates the TRF from a model of the simple structure for any output to the TRF of the 

complex structure for the same location. With this, researchers can estimate any output of 

a complex structure using a combination of the FEM of the simple structure and only one 

SISO experiment. The equations describing this transformation are applicable to the 

example structure with the Single DOF (SDOF) alteration. This process applies to any 

location, but it works exclusively for the test setup in which the initial SISO test is 

performed; if the attachment location is altered between any of the steps, the method is no 

longer valid. This presents a Single-Input method, but in the future researchers can apply 

techniques such as superposition to build on this method in Multiple-Input systems, 

allowing for the safe prediction of experimental responses in MIMO experiments. The 

following section describes the experiment which this study conducted to validate this 

method and examine its accuracy and limitations. 

4.4: Experiment and Results 

An experiment obtained data for the estimation and validation of the estimate. The process 

presented in the Methodology then used this data to estimate a TRF for the complex 

structure. This study used the TRF calculated for the same location in the experiment to 

validate this estimate. 

4.4.1: SISO Experiment 

The research performed three tests. Each of the experiments consisted of one strike to the 

beam with a hammer at the 1/3rd location, allotting 15 seconds per strike to record the full 

vibration. This test used a sampling rate of 8192 Hz for all channels in the experiment. The 

data channels were: the impact hammer, the accelerometer at the 1/3rd height to estimate 
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the tip TRF, and the accelerometer at the tip used to validate the estimation. Figure 4-8 

shows the experiment.   

 

Fig. 4-8: Experiment with Complex Structure 

4.4.2: Complex Structure Measured TRF 

The average of the three impact events obtains a TRF using the data from the tip 

accelerometer. This TRF is the ground truth to compare with and validate the new method. 

The contribution of the new method is that in experimental implementation the research 

team does not need to install an accelerometer at every location where the TRF is of 

interest. They can instead estimate the TRFs of these locations with only one SISO test in 

combination with the finite element model of the simple beam. 

4.4.3: Complex Structure TRF Estimation 

The study obtained the conversion expression by calculating the ratio of the TRF from the 

FEM of the simple structure at 1/3rd the height with the TRF from the complex structure 

using the data from the accelerometer for the same location. This constitutes the conversion 

factor applied to the finite element model of the simple structure. By using this conversion 
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factor with a FEM of a simple structure, researchers can estimate the TRF of the complex 

structure at any output location. For simplicity, the study validated the TRF estimation at 

the tip of the complex structure with one accelerometer. The Estimate and the Measured 

TRFs each use one of the two sensors in their formulation. The Estimate and the Measured 

TRFs each use one of the two sensors in their formulation intentionally for estimation and 

validation, respectively. For estimation purposes, the study used the first sensor to obtain 

the single TRF from an impact hammer experiment to estimate any TRF of the entire 

complex structure. For validation purposes, the study used the second sensor to obtain a 

metric of error by comparing the results vs. the estimation. The main contribution of the 

proposed method is that with a simple impact TRF, a different TRF from a different 

location can be estimated. It is worth mentioning that this TRF has been estimated without 

using the data from the accelerometer at the tip of the beam.  

4.4.4: Results and Analysis 

The analysis of this study compared the TRF estimation of the complex structure with the 

experimentally calculated TRF from the tip accelerometer. This accelerometer was present 

only for the validation of the estimation and is not necessary for the method.  

The study divided the TRF error into discrete frequency regions to better analyze 

the parts of the TRFs and assigned a rating to each region. The regions were all multiple 

of 5 Hz increments and if two regions had the same rating they were combined. Each region 

was rated based on the mean and maximum errors simultaneously within certain dB error 

ranges, assigning the lower rating of the two if they disagreed. Good rating corresponds to 

mean and maximum errors below 2 dB and 4 dB, respectively. Fair rating corresponds to 

mean and maximum errors ranging between 2 to 4 dB and 4 to 8 dB, respectively.  Poor 
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rating corresponds to mean or maximum errors above 4 dB and 8 dB, respectively. The 

thesis analyzed the estimate TRF first by performance over these regions, and then by the 

performance at natural frequencies.  

Figure 4-8 shows the results of comparing both the estimated and experimentally 

measured TRFs for the beam response at its tip with respect to an input force at 1/3rd height 

of the structure. Figure 4-9(a) plots the estimate and measured TRFs together, while Figure 

4-9(b) shows the decibel error between them shading each region according to their rating.  

 

  

Fig. 4-9: Estimated vs. Experimentally Measured TRFs at Tip (a) Magnitude (b) 

Decibel Error  

 

(a) 

(b) 
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In general, the TRF estimation tends to slightly underestimate the experimental 

TRF of the the complex structure. Table 4-3 shows the mean and maximum errors for each 

region.  

 

Table 4-3: Comparison of Estimated and Measured TRFs Frequency Ranges 

Frequency (Hz) 0-10 10-30 30-40 40-100 100-105 105-110 

Mean Error (dB) 5.08 1.36 1.45 1.27 2.29 7.43 

Max Error (dB) 22.26 2.52 4.65 3.41 4.08 17.28 

Interpretation Poor Good Fair Good Fair Poor 

 

The dB error between the 10-30 Hz range and 40-100 Hz has a rating of good. This 

includes natural frequencies 2 and 3, and it is worth noticing that the error of natural 

frequencies 1 and 4 is also low but their vicinities have either fair or poor estimations. For 

the frequency regions 10-30 Hz and 40-100 Hz, it is also important to note that the mean 

error has a similar magnitude to the maximum error. This indicates that the error is stable 

within these regions. The 0-10 Hz region rates poor for TRF estimation, with the largest 

error of 22.26 dB at 5.25 Hz. This error occurs immediately after the 1st mode located at 

4.25 Hz and misrepresents the estimated TRF. The 30-40 Hz region rates fair, with a 

maximum error of 4.65 dB at 36.75 Hz. This is the location of a pole in the simple system 

TRF for the 1/3rd height point. The 105-110 Hz region rates poor with a maximum error of 
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17.28 dB at the last point of the TRF (110 Hz). Finally, for the entire range of 0-110 Hz, 

the TRF estimate mean and maximum errors are 1.99 dB and 22.26 dB, respectively. 

Table 4-4 shows the natural frequencies of the estimated and measured TRFs 

respectively, describing the frequency, damping, and magnitudes for each mode, while 

Figure 4-10 presents the first two mode shapes. 

 Table 4-4: Comparison of Estimated and Measured TRF Natural Frequencies 

 

 
                      (a)                                                                        (b) 

Fig. 4-10: Complex Case Measured and Estimated Mode Shapes: (a) 2D View of 

Experiment (b) Comparison of Experimental and Estimated Modes 1 and 2 

 

 Mode 1 Mode 2 Mode 3 Mode 4 

 Exp Est Error Exp Est Error Exp Est Error Exp Est Error 

Frequency 
(Hz) 

4.25 4.25 0% 21.5 21.5 0% 48.25 48.25 0% 
102.7

5 
102.5 

0.24
% 

Damping 
(%) 

6.79 12.98 
91.96

% 
1.86 2.1 

12.9
% 

0.87 1.03 
18.39

% 
0.37 0.21 

43.24
% 

Magnitude 
(g/lbf) 

52.4
9 

30.95 
4.42 
dB 

105.
2 

85.41 
1.81 
dB 

231.7 226.1 
0.21 
dB 

186.8 190.8 
0.18 
dB 
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The natural frequencies from the estimated TRF match those of the measured TRF, 

with the exception of the 4th mode with a 0.25 Hz discrepancy. The damping of the 

estimated TRF for the 2nd and 3rd modes is good, at 12.9% and 18.39% error respectively. 

The damping of the 1st and 4th modes match poorly, at 91.96% error and 43.24% error 

respectively. For the first three modes the TRF estimates a higher damping, except for in 

the 4th mode which is lower. The damping in the 1st mode has error in the model of the 

simple structure as well, with the model underestimating the damping of the system. The 

error of the damping in the 4th mode could be due to high frequency non-linearities. The 

magnitudes of the modes of the estimated TRF generally match those of the measured TRF. 

The 2nd, 3rd, and 4th natural frequencies have a rating of Good, with errors of 1.81, 0.21, 

and 0.18 dB respectively. The 1st mode only has a rating of fair at 4.42 dB. The peaks are 

the most important part of a TRF and represent the highest priority when addressing errors.  

The large errors in the TRF estimation in the first and forth mode coincide with the 

large errors in the model of the simple structure. Comparing Figures 4-5 and 4-9 make it 

easy to observe how the TRF deviations occurring between the Measured and Estimated 

case correlate with those between the measured Simple case TRF and the simple model. 

The discrepancies in the Estimate which correlate with those in the simple model dominate 

the error, suggesting that this underlying fault is the greatest overall source of error in this 

example of the proposed method. This correlation is unsurprising given the formulation of 

the estimation as the result of using data from a combination of a complex case experiment 

and a simple case model, as proposed in the Methodology. This manifests most as the error 

within 0-10 Hz and 105-110 Hz which is shared by both systems. A shared error occurs at 

36.75 Hz as well, where the simple structure TRF also has a pole. This correlation occurs 
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for the largest errors in the estimation, indicating a relevant relationship between the two 

TRFs. This emphasizes the importance to this method of ensuring an accurate model of the 

simple system to build on, as errors present in the resultant TRFs will propogate through 

the proposed method. Deviations in boundary conditions are also a potential source of 

error. An unexpeted boundary condition in the test could offset the results. Furthermore, 

the method is reliant upon the applied boundary condition working exclusively in the axial 

direction of the stinger- the lateral stiffness present represents an unaccounted for effect of 

the imposed boundary condition on the structure. The applicability of the estimated model 

is only valid insofar as the simple FEM represents the simple case experiment, and that the 

only change between the simple and complex case is the attachment of a partial transverse 

restraint with zero stiffness in other DOFs. 

These results constitute the first step to enable researchers to efficiently estimate 

the unmeasured TRF for any output of a complex structure using only the finite element 

model of a simple structure and a SISO experiment.  

4.5: Conclusions 

This chapter measured the error between the estimated and the measured TRFs. The 

method proves to be accurate for most of the natural frequencies within the frequency range 

the study examined.  Based on these results, the study concludes that the method helps 

efficiently estimate the unmeasured outputs for a cantilever beam with a partial transverse 

restraint. While more accurate methods of determining TRFs for test-planning exist, this 

method presents advantages in certain settings. Typically, methods to perform a pretest 

analysis with a complex structure involve either a FE model representing the entire system, 

or the generation of a modal model with an experimental process. As compared to using a 
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pure FE model, the proposed method does not require knowledge of the boundary 

condition’s dynamic properties. Additionally, this method also has advantages over 

experimentally making a modal model, which necessitates the application of a sensor at 

every relevant output. This can be expensive, and by its nature imposes a change on the 

dynamic system by the addition of the sensor mass. However, the method presented only 

requires one measured output while still estimating the TRF of any other output, offering 

the versatility of a full model.  This project estimates the unmeasured TRF of a complex 

structure with an uncertain boundary condition by transforming a model of a simple 

structure with data obtained from one SISO experiment with the complex structure. 

However, the same process can apply to more complex situations as well, with more 

boundary conditions or other input locations.  
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Chapter 5: New Methodologies to Identify and Correct the 

Misplacements of Sensor Location in Experimental Dynamics 

5.1: Introduction 

This chapter investigates the estimation of the location of a sensor given the output data of 

a physical experiment. The research does this with two different methods. One of these is 

by combining the modal contributions of the system at a range of frequencies with the 

frequency domain input signals to quantify and use the modal involvement of a given 

signal. The other method performs a model-matching technique by exclusively changing 

the positions of the sensors in an FEM to find what model placement results in the most 

similar natural frequencies to the observed experiment. This thesis demonstrates the ability 

of these techniques to detect the misplacement of a sensor. Since the methods rely on 

detecting changes in the dynamic properties, it will be most effective in experiments where 

the mass of the sensors relative to the mass and stiffness of the structure are not 

insignificant, while offering little insight for large, very stiff structures with small, light 

sensors. This technique potentially allows for the correction of sensor placement errors in 

a physical experiment.  

5.2: Methodology 

This chapter investigates two different methods for identifying sensor location error. 

These two methods are the use of modal contributions, and the use of a model-matching 

technique. Applying the model-matching technique has potential to be more precise than 

using modal contributions, informing the operator what the magnitude of the sensor 

placement error is. Conversely, the modal contribution method offers more insight to how 
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a given sensor misplacement will result in error and can help the operator in the initial 

test-design process to help minimize the effect of a sensor misplacement. These two 

methods are illustrated in Figure 5-1. 

 

Fig. 5-1: Two Methods for Detecting Sensor Placement Error 

 

5.2.1: Modal Contributions Method 

This chapter examines some errors within the context of Modal Contributions, to establish 

which modes are most relevant for a given frequency, how that will affect the results, and 

how this can inform a researcher in performing an experiment. Researchers traditionally 

use Modal Contributions for Modal Superposition, whereby the force vibration response 

for a given input is estimated as a combination of different mode shapes at different 

magnitudes. By their nature then, Modal Contributions indicate the extent to which each 
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mode is relevant for an input at a given frequency. Using Modal Superposition, a force 

vibration response is summed by Equation 5.1 which is illustrated by Figure 5-2. 

 

Fig. 5-2: Modal Contribution Application 

 

𝑦 = ∑𝜂𝑖 Ф𝑖 (5.1) 

, where y is the response estimate, 𝜂𝑖 is the modal contribution factor for mode i, 

and Ф𝑖 is the mode shape of mode i. Putting the equation into matrix form and rearranging, 

one can solve for 𝜂 for each frequency, given the force vibration response: 

{𝜂}𝑗 = [Ф]−1{𝑦}𝑗 (5.2) 

, where {𝜂}𝑗  is the vector of Modal Contribution Factors corresponding to a 

vibration at frequency j, and {𝑦}𝑗 is the relative force vibration envelope for a vibration at 

frequency j. In practice, the study only used the first ten modes due to the negligibility of 

further within the frequency domain examined.  

This research estimates the force vibration response envelope by inputting a BLWN 

at the one third point in a model simulation and using the responses to estimate the TRFs 

of each node along the beam. The magnitude of these TRFs at a given frequency then 

represent the relative response experienced at that frequency, resulting in the force 
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vibration response used to find the Modal Contributions. Researchers did this at 1 Hz 

increments from 1 to 200 Hz, calculating the percentile Modal Contributions at each 

frequency as illustrated in Figure 5-3. 

 

Fig. 5-3: Modal Contributions 
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This chapter combines the modal contributions with the frequency spectrum of 

broadband input signals to justify patterns in dynamic response error by investigating mode 

sensitivity to sensor location. 

5.2.2: Model-matching Method 

This thesis also performs a model-matching process similar to a sensor based Finite 

Element Model Update (FEMU) using the natural frequencies found in the experiment as 

the standard for matching dynamic properties. The base FEM represents the beam with no 

sensors attached, while the update iteratively placed discrete lump masses representing the 

sensors at different locations along the beam at 1/16th of an inch (0.15875 cm) intervals. 

By design, these intervals coincide with the distribution of the 552 nodes which comprise 

the beam representation. Unlike a traditional FEMU, this process focuses on using a model 

to identify an error in the physical setup so it can be addressed, whereas most FEMUs are 

designed to fit the model to the experiment. 

In this thesis, this model-matching process focuses on determining the location of 

the one sensor which the experimental process deliberately placed at different locations. A 

series of experiments quantify the dynamic response of the beam at each sensor location. 

A series of Finite Element Models (FEMs) then generate the theoretical dynamic responses 

for a wide array of sensor locations by applying a lump mass representative of the sensor 

at varying heights along the beam. For each sensor location tested after the sensor lump 

masses were applied, this study compares the first five eigenvalues of the FEM system with 

the first five modes found in the physical experiments. This chapter investigates three 

metrics to score the model location setups. Each of these metrics indicate how much the 
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model natural frequencies differ from the experiment, with a score of 0 indicating a perfect 

fit for the first five modes. Equations 5.3, 5.4, and 5.5 define these parameters. 

𝑇𝑜𝑡𝑎𝑙 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 (𝑇𝐷) = ∑|𝐸𝑥𝑝𝑖 − 𝑀𝑜𝑑𝑖|

5

𝑖=1

(5.3) 

, where 𝐸𝑥𝑝𝑖  is the frequency of mode i as found in the experiment, and 𝑀𝑜𝑑𝑖 is 

the frequency of mode i as taken from the eigenvalues of the FEM for a given sensor 

location setup. 

𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 (𝑀𝐷) = max (|𝐸𝑥𝑝 − 𝑀𝑜𝑑|) (5.4) 

𝑇𝑜𝑡𝑎𝑙 𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 (𝑇𝑅𝐷) = ∑|
(𝐸𝑥𝑝𝑖 − 𝑀𝑜𝑑𝑖)

𝐸𝑥𝑝𝑖
|

5

𝑖=1

(5.5) 

This study defines the sensor location setup with the lowest metric to be the location 

estimated by the model.       

5.3: Experiment 

5.3.1: Physical Setup 

This study examines a 34.5x1.5x1/8th inch (87.63x3.81x0.3175 cm) steel cantilever beam 

with two piezoelectric accelerometers magnetically attached to the specimen at the tip and 

at one third the height. The study placed the one third sensor at three primary locations, 

although simulations also investigated other locations. These were 7/16th of an inch (1.111 

cm) above the one third point, precisely on the one third point, and 7/16th of an inch (1.111 

cm) below the one third point, designating them as the Up, Centered, and Down cases, 

respectively. The experiment used the interval of 7/16th of an inch for continuity with other 

research which is not relevant to this thesis. The beam is excited by a stinger-based 

actuator, which connects to the beam at one third the height with no variation in location. 
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The sensor and magnetic plate assemblies each have a mass of 0.0952 lb-mass (43.2 g). 

Figure 5-4 displays a representation of the three setups. 

 

 

Fig. 5-4: Experiment Setup 

 

5.3.2: Experiment Process 

For each of the three physical setups of sensor location, the test excited the structure with 

a 30-second long Band-Limited White Noise input, ranging from 0 to 200 Hz. The data 

channels consisted of a load cell attaching the stinger to the beam, the sensor at the tip, and 

the sensor at one third the height. These tests obtained the TRFs associated with each of 

the structures, using Equation 6: 

𝐻(𝜔) =
𝑆𝑋𝑌

𝑆𝑋𝑋
̅̅ ̅̅ ̅

 (5.6) 

, where the H is a Transfer Function, ω is each frequency line, 𝑆𝑋𝑌 is the cross-

spectral density of the input force and the output response, and 𝑆𝑋𝑋 is the auto-spectral 
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density of the input force. In a continuous domain, the cross-power density is given by the 

equation: 

𝑆𝑥𝑦(𝜔) = ∑ 𝐸{𝑥𝑛𝑦𝑛−𝑚
∗ }

∞

𝑚=−∞

𝑒−𝑖𝜔𝑚 (5.7) 

, where 𝑥𝑛 and 𝑦𝑛 are two jointly stationary random processes, -∞ < n < ∞, E{ } is 

the expected value operator, and i is the square root of -1. 

Figure 5-5 presents these TRFs for the tip location with respect to the one third 

input. 

 

Fig. 5-5: Experiment TRFs 

The TRFs have similar peak values at low frequencies, with the deviations 

increasing as frequencies also increase. There is also a notable deviation in the anti-

resonance between the fourth and fifth modes, which seems more susceptible to changes 

due to sensor placement error than the TRF peaks within this frequency range. 
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5.3.3: Sensor Location Error Effect 

While some deviations between the three TRFs are visible, there are many frequencies at 

which the naked eye cannot distinguish them from each other. This study performs a simple 

test to investigate the effects of the sensor movement on the time domain. Figure 5-6 

describes the process, illustrating how the test estimated time histories for each sensor 

location, and compared these with the measured case, for which the sensor was centered. 

This study conducted the test via simulations so the effects of sensor location could be 

better isolated from other potential sources of errors. The input forces for each frequency 

have the same amplitude, so the time history variation in output magnitude is due to the 

system dynamic properties. The test also assumes system properties to be linear, with 

respect to parameters such as damping. Figure 5-7 presents a sample of the time histories 

resulting from the test. 

 

Fig. 5-6: Sensor Location Effect Test 
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Fig. 5-7: Sensor Location Effect Time Histories 

The time histories in Figure 5-7 are normalized with respect to the time domain, 

such that each frequency window displays 9 cycles. This is to simplify the comparison of 

each frequency with the others. Inspecting Figure 5-7 reveals that the time histories are 

distinctly prone to error due to a sensor placement error, even at frequencies where it may 

be difficult to see a deviation in the TRFs. Figure 5-8 plots the percent error in GRMS 

values for each of these time histories for a more quantitative comparison. ‘This study uses 

GRMS values as they provide a simple metric to the overall magnitude of a time history, 

allowing for estimations of the scale to which two signals vary. The following equation 

calculates GRMS: 

𝐺𝑅𝑀𝑆 = √
1

𝑁
∑|𝑠𝑖𝑔𝑛𝑎𝑙|2
𝑁

𝑛=1

(5.8) 
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, where signal is the time domain response of the system at a given location for a 

given input, and N is the number of discrete points in signal. For this study, signal is a 10 

second steady state window extracted from the original 30 second test. 

 

Fig. 5-8: Sensor Location Effect Summary 

This plot demonstrates the variable effects of sensor placement error, and how 

drastic they can be even for a small change in location. Errors in magnitude reached up to 

87%, with a mean moved case error of 24%. This emphasizes the importance of ensuring 

adequate accuracy when placing sensors, and of taking measures such as those discussed 

in this thesis to correct potential mistakes. 

5.4: FEM 

The study created a Finite Element Model (FEM) of the cantilever beam using the same 

geometric and material properties as the experimental beam. This model uses a damping 

coefficient obtained with Log Decrement method from an experiment, assuming universal 

damping. The model was created and analyzed within MATLAB®, applying Euler-

Bernoulli Beam Theory. An element with 552 nodal elements represents the 
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34.5x1.5x0.125 inch (87.63x3.81x0.3175 cm) beam, with lump masses located where 

sensors are centered to account for their effect on the beam dynamics. Each node is a cross 

section slice of the beam and is constrained to move only in the plane which bisects the 

broad face of the beam. As a result, the model only considers the bending modes within 

this plane. Figure 5-9 illustrates this model as a series of lump masses overlaying the beam. 

It should be noted that these illustrated nodes are not drawn to scale with the dimensions 

of the beam. 

 

Fig. 5-9: FEM Representation 

5.5: Results 

5.5.1: Modal Contributions Results 

This thesis performs a similar process as was performed with the nine harmonic signals 

with five different broad-band signals to demonstrate the application of modal 

contributions. The experiment applied a signal based off the El Centro Earthquake, as well 
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as four signals based off measured train crossing events on the Bluford bridge, a timber 

bridge near Edgewood, Illinois [13]. To compare each signal fairly, the research windows 

the primary excitation event from each signal, as indicated in Figure 5-10. Each of these 

windows were resampled to have 24,576 points. This allows a comparison of the different 

signals despite varying time durations. From this point, the analysis is identical to how it 

is performed with the sinusoidal signals.  

 

Fig. 5-10: Broadband Input Time Signals 

The dynamic time sampling in Figure 5-10 gives the impression of dramatically 

different frequency contents, but each of the broadband signals are actually similar in 

frequency range. This is depicted in Figure 5-13. Except for Train 3, each signal is also 

roughly equal in amplitude, peaking around an absolute value of 10 lbf. Train 3 is much 

lower, and the analysis includes it to demonstrate that the proposed application remains 
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viable independent of input magnitude if the other assumptions such as linearity are still 

met. These signals are those measured in a Centered case physical experiment, which this 

chapter then implemented as inputs in the simulations. Figure 5-11 displays the results of 

performing this analysis with both a simulation and a physical experiment case for 

validation.  

 

Fig. 5-11: Broadband Input Results: Simulation and Experiment 

 

As expected, and seen in the harmonic signals, the Center case error is consistently 

the lowest. The physical experiment overall has a higher error than the simulation, which 

is also expected due to the greater possible number of sources of error. Of interest, the 

Center case error increases disproportionately as compared to the moved cases. In both the 
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simulation and physical experiment, the Moved Up case error is more significant than the 

Moved Down case. 

It is of note that the overall magnitude of the error with this metric is notably lower 

than in the harmonic cases. This is due to the fact that as a given frequency the change in 

sensor location will have a given effect, either increasing or decreasing the magnitude of 

the values in the time history. However, in a broadband signal, some frequencies will 

witness an increase in magnitude, while others will see a decrease. This results in a more 

stable overall magnitude for the time history.  

Train 3 has a very similar magnitude of error to the other broadband tests despite 

having a substantially lower input magnitude, as seen in Figure 5-10. This indicates that 

these tests occur within a relatively linear range of the system, as the ration of the response 

to input and the effects on the percentage error remain consistent irrespective of the input 

force level. This also reinforces the relevance of the sensor movement, as even with very 

small force inputs the sensor location has a notable effect on the error that did not decrease 

with signal amplitude. 

Figure 5-12 presents the results for performing a simulation of the same process at 

four different sensor deviations with 1/8th of an inch intervals. These deviations are 9/16th 

of an inch, 7/16th of an inch, 5/16th of an inch, and 3/16th of an inch. This provides 

additional validation for trends noted in Figure 5-11, as well as investigating how the error 

scales with the magnitude of sensor misplacement.  
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Fig. 5-12: Broadband Input Results: Different Intervals  

The patterns observed in the 7/16th of an inch simulation and physical experiment 

are consistent at the three new sensor location cases. The Centered case error is the lowest 

of each trio of locations, with the Moved Up case demonstrating more error than the Moved 

Down case. Additionally, Train 3 continues to have a similar magnitude of error to the 

other signals, in spite of the significantly reduced input force magnitude.  

Looking to modal properties, modal contributions, and the input signal frequency 

content, the increased errors in the Moved Up case make sense and can be qualitatively 

predicted. This is due to the fact that the early modes of this structure vary more for an 

upward movement than a downward movement, and that most of the energy in these 
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broadband inputs tends to be below 25 Hz, as shown in Figure 5-13. Figure 5-3 illustrates 

how the dynamic response of this structure is dominated primarily by the first two modes 

for this range of frequencies. 

 

Fig. 5-13: Broadband Input Frequency Domain 

The research multiplied the magnitude of each signal at 1 Hz increments by the 

corresponding Modal Contributions from Figure 5-3, then normalized this product by 

dividing by the total sum of the result. This is shown in Figure 5-14, which only displays 

the first 25 Hz due to the negligibility of the higher frequency content. This parameter 

indicates the degree of relevance each frequency has within the overall input of the signal, 

as well as to what extent each mode contributes at that frequency.  
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Fig. 5-14: Percentage Contribution to Response 

 

The sum of Modal Contributions at a given frequency then is the same as the 

frequency domain of the input, normalized with respect to the sum of all energy in the 

signal. More relevantly, the sum across all frequencies for a given mode represents the total 

percentage of the input signal that that made constitutes. Table 1 presents this broadband 

signal Modal Contribution for the first five modes. 

Table 5-1: Broadband Input Modal Contributions (%) 

  Mode 1 Mode 2 Mode 3 Mode 4  Mode 5 

El Centro 73.3 16.82 6.09 0.48 1.86 

Train 1 36.53 48 12.89 1.11 0.84 

Train 2 60.55 27.84 8.13 0.84 1.46 

Train 3 59.25 28.36 9.09 0.8 1.37 

Train 4 63.1 24.62 8.32 0.86 1.91 
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The first two modes of the beam consistently comprise between 84% and 90% of 

the input magnitude, quantifying the trend in Figure 5-13 of primarily low-frequency 

energy dominating these inputs. Table 5-2 displays the extent to which the tip magnitudes 

for each of the natural frequencies changes with a 7/16th inch change in sensor location. 

The combination of Tables 5-1 and 2 then justify the sensor location effect trend observed 

with the broadband signal experiments. 

Table 5-2: Tip Response Change (%)  

  Up Down 

Mode 1 1.035 0.071 

Mode 2 0.816 0.695 

Mode 3 4.197 4.022 

Mode 4 3.214 6.37 

Mode 5 5.837 2.903 

 

This application of modal contribution to explain patterns in error may also help in 

certain situations where the magnitude of a sensor misplacement may be known, but not 

the direction. By determining how the modes change and what the anticipated frequency 

content of a signal is, researchers can predict how a given error in sensor location will 

manifest in the error. This can also provide an idea of the sensitivity of a system to sensor 

location which can aid in the initial setup of an experiment. For example, in this case a 

researcher could look at the theoretical aspects of modal contribution and mode deviations 

and inform them to err on the side of placing the sensor too low, as small downward 

deviations are more likely to have a negligible effect on the system dynamics. 

5.5.2: Model-matching Results 

Tables 5-3 presents the results of applying the sensor-based model-match technique. The 

table compares the measured height of the one third location sensor with what the method 

estimates the height to be based on the measured mode frequencies from each metric. The 
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one third location, at 11.5 inches from the base of the beam, was set as the datum for these 

comparisons.  

Table 5-3: Sensor Placement Error (in) 

  Nominal 
Total 

Deviation 

Maximum 

Deviation 

Total Relative 

Deviation 

Moved Up 0.4375 0.6875 0.5625 0.4375 

Centered 0 0 -0.125 0 

Moved Down -0.4375 -0.6875 -0.875 -1.1875 

Total Difference 0.5 0.6875 0.75 

 

The Total Deviation metric scored the lowest and best of the three, with a total 

absolute discrepancy between the three cases of half of an inch (1.27 cm). Of note, the 

model update exaggerated the real case, placing the sensor a quarter of an inch (0.635 cm) 

higher than measured for the Moved Up case, and likewise a quarter of an inch (0.635 cm) 

lower than measured for the Moved Down case, while placing the Centered case precisely 

where it should. The Maximum Deviation metric arrived at a closer conclusion for the 

Moved Up case than the Total Deviation but performed more poorly on both the Centered 

and Moved Down cases. The Total Relative Deviation placed the moved up and centered 

case sensors precisely where they should be, but for the Moved Down case placed the 

sensor ¾th of an inch (4.445 cm) below the measured location.  

These results demonstrate the application of a model-matching technique to 

identify sensor misplacement. Future research may investigate other possible metrics for 

this process. These other metrics may either involve comparing natural frequencies like 

those presented in this chapter or may investigate other quantities to compare. Future 

research may also look into methods to isolate model/physical setup differences to sensor 

location. 
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5.6: Conclusions 

These results demonstrate the potential in using two different techniques when considering 

sensor placement error. These two techniques can detect a small movement in sensor 

location from what was intended and inform the operator as to which direction the sensor 

should be moved. Applying Modal Contributions and considering input load frequency 

content comprises one of these techniques, while a model-matching technique is the other. 

These methods rely on quantifying the differences in dynamic properties of the relevant 

System Under Test (SUT), rendering them exclusively useful for systems where the mass 

of the sensor is not negligible with respect to the mass and the stiffness of the system. These 

methods also depend on having a good model of the base system to begin with. This is 

important to the modal contributions approach to ensure that the analytical modal 

contributions are representative of the system, and important to the model-matching 

technique so differences between the model and the experimental output may be reasonably 

assumed to be due to a difference in the relevant variable, sensor location. There are many 

possible metrics which can be used in the model-matching process. Of those considered in 

this study, Total Deviation performed the best overall. Total Relative Deviation place the 

moved up and centered cases accurately but was substantially off for the moved down case. 

The two methods described in this chapter represent the first steps in finding new, effective 

techniques for identifying and correcting sensor placement error in experiments. 
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Chapter 6: Conclusions 

6.1: Summary 

This thesis presents the results of research investigating uncertainty in structural dynamic 

MIMO testing. It specifically discusses a proposed method for dealing with uncertain 

boundary conditions in the form of elastic transverse restraints, and two different methods 

to detect and correct the effects of a small sensor misplacement. The following sections 

discuss a summary of these results, as well as the current shortcomings in this research and 

how it relates to future work. 

6.1.1: Uncertain Boundary Conditions 

Boundary conditions comprise an essential part of models but are difficult to accurately 

represent, particularly when the dynamic properties are not well understood. One common 

type of boundary condition is an elastic transverse restraint, such as a highly damped 1DOF 

spring. This thesis investigates a potential method for transforming the TRF of a simple 

beam to represent that of the beam with one such attachment. This technique achieves this 

by using the results of a single SISO experiment to estimate the TRF of any output location 

along the beam.  

To quantify the validity of the proposed method, this study measured the error 

between the measured TRF at the tip location and an estimate using the proposed technique. 

The results of this trial indicate that the method is accurate for most of the natural 

frequencies within the frequency range the study examines. Regions of inaccuracy 

correlate well with inaccuracies in the original simple model, emphasizing the importance 

of starting from a good simple model for this process, as errors that are present will 

propagate through the estimation. Outside of these error frequencies, the estimation had an 
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error rating of ‘good,’ as the mean error for these regions was below 2 dB, and the 

maximum error was below 4 dB.  

This thesis concludes that the method helps efficiently estimate the unmeasured 

outputs for a cantilever beam with an elastic transverse restraint, and a similar technique 

may extrapolate to more complex geometries. While there are more accurate methods of 

determining TRFs for test-planning, this method presents some advantages in certain 

settings. Typically, performing a pretest analysis with a complex structure involves either 

a FE model representing the entire system, or the generation of a modal model with an 

exhaustive experimental process. The proposed method requires no knowledge of the 

boundary condition’s dynamic properties, giving it an edge over the use of a pure FE 

model. This method also has some advantages over experimentally making a modal model, 

which necessitates the application of a sensor at every relevant output. However, the 

proposed method only requires one measured output while still estimating the TRF of any 

other output, offering the versatility of a full model.  

6.1.2: Sensor Location Effects 

Chapter 5 examined the effects of sensor location error and proposed two possible methods 

for detecting it in experiments. The first of these methods uses modal contributions to 

justify the error due to a sensor misplacement. The second uses a sensor location-based 

model-matching method similar to a FEMU to detect the sensor misplacement. These 

methods can catch sensor placement error, informing the user if the sensor is not placed as 

precisely as desired. Each of these methods are experimentally demonstrated in this thesis, 

with the results indicating the viability of the techniques to detect sensor placement error 

and aid in experiment design. 
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The modal contribution approach is validated by performing an experiment with 

five broadband input signals. The error from applying these signals with a prescribed 

sensor “error” is justified and understood by examining the input frequency contents with 

respect to the modal contributions along the range of frequencies and considering how each 

mode independently varies with a change in sensor location. This also indicates the 

viability of modal contributions for use in test design and setup, as operators can exercise 

greater caution for the placement of some sensors depending on the input signals to be 

applied and the modal contributions of the system. 

The model-match approach is validated by performing an experiment to obtain the 

dynamic response of the beam with three sensor locations and comparing them to an array 

of models with different sensor locations. In this thesis, multiple metrics for performing 

the model-match are presented, each of which quantifying the modal similarity of the 

model and experiment by the relationship of peak frequencies. Of the methods examined, 

the Total Deviation metric performed the most accurately. 

6.2: Future Work 

There are many ways to build on what this thesis presents with respect to the technique 

proposed for estimating the effects of uncertain boundary conditions. Future research 

involves conducting experiments to better inform the model of the simple structure that 

will minimize the errors in this experimental technique. This will effectively remove the 

single largest sources of error observed in this study. Additionally, a parametric study that 

quantifies the effect of transverse and rotational forces of the stinger in the derivation in 

relation to the input force could add much value to this work. The quantification of these 

errors will contribute to further develop the proposed method and increase its significance 
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to enable higher reliability of the estimation for experimental settings. More advanced 

research can also investigate the application of this technique to more complex geometries 

than the cantilever beam used in this thesis, as well as more generalized boundary types. 

The use of modal contributions to detect sensor error can benefit greatly from 

research into the theoretical relationships between the parameters and how they can be 

objectively quantified and used numerically. Additionally, demonstrations with inputs 

which have more variable frequency contents could also support this proposed method. 

Likewise, while the premise of a sensor based model update shows promise, there is more 

research to do in the future. This research includes the improvement of the technique to 

achieve more accurate results and detect smaller scale movements. This could be 

achieved by performing an experiment with the beam with no-contact sensors and using 

the results to inform a more traditional model update to ensure that the base properties 

assumed in the creation of the model match those of the physical setup. This method 

could be further enhanced by an investigation of the extent to which the application of the 

sensors may alter other material properties of the system, such as the elasticity where the 

sensor is applied, which this study assumed to be negligible. This research could also be 

enhanced by the extension of the model into the third dimension, such that the mass of 

the sensors is no longer on the same axis as the beam, thus enhancing the verisimilitude 

of the model. Further work also involves research into the application of un-normalized 

modal contributions to infer sensor location, as touched on in the appendix. 
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Appendix 

Modal Contributions and Sensor Output Magnitude 

One avenue of research that was pursued was relating the un-normalized Modal 

Contributions to the change in response when different sensor locations are used. The 

study performed experiments both in simulations and the real world at 9 frequencies, 

ranging from 30 to 150 Hz at 15 Hz intervals. At each frequency, the same input load 

was applied for the three locations of the sensor used previously. The GRMS value 

indicates the overall magnitude of each response, as given by the equation: 

𝐺𝑅𝑀𝑆 = √
1

𝑁
∑|𝑠𝑖𝑔𝑛𝑎𝑙|2
𝑁

𝑛=1

 

, where signal is the time domain response of the system at a given location for 

a given input, and N is the number of discrete points in signal. For these calculations 

signal is a 10 second steady state window extracted from the original 30 second test or 

simulation. 

Plotting the GRMS value of each signal tip response against the Tip Modal 

Contributions demonstrates that they are strongly positively correlated. Assuming the 

centered case for the Modal Contributions then, the change in response magnitude for 

different sensor locations can be seen in the change in slope. This occurs as the Modal 

Contribution remains constant at an assumed centered, case, while the GRMS values 

at each frequency shift to reflect the change in output magnitude due to the change in 

sensor location.  

Ideally, this relationship allows users to observe the potential placement error 

of a sensor by examining the slope obtained by running a series of sinewave 
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experiments. This process could help inform the user about sensor location, as well as 

determine which modes are most responsible for the difference at a given frequency 

when examining all Modal Contributions and not just their sums. The following figures 

depict the plots of the log of these values, and the subsequent table compares the slopes 

for each linear regression line. 

 

Fig. A-2: Experiment MC Sum vs. GRMS 

 

Fig. A-2: Simulation MC Sum vs. GRMS 
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Table A.1: Linear Regression Slopes 
 Up Centered Down 

Experiment 1.07 1.18 1.27 

Simulation 0.82 0.94 1.04  
 

Table A.1 quantifies the change in the slopes, showing how moving the sensor 

down increases the slope, while moving it up increases it, by roughly equal values. The 

apparent trend is most evident by the extremes, as the low and high GRMS values are 

more susceptible to changes due to deviations in sensor location, while the middle 

values are more muddled and make it more difficult to establish a good trend. The better 

definition of these middle values and greater precision for the relationships between 

MC sums and GRMS values comprises some of the on-going work being performed, 

as well as a deeper understanding of the causes for how the slope changes. 
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