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ABSTRACT 

A high-fidelity computational solver was developed with direct numerical simulation 

(DNS), large eddy simulation (LES), and Concurrent Precursor Method (CPM) capabilities. 

Extensive validation ensured the solver's accuracy in modeling fluid dynamics, including the 

wake characteristics of both utility and miniature-scale wind turbines. Key performance 

statistics (e.g., velocity and turbulence intensity profiles) were compared against established 

theoretical, computational, and experimental results. The study examined the influence of 

ground clearance on turbine performance, comparing two scenarios with different hub heights. 

Results showed that larger ground clearance facilitates quicker wake recovery. Finally, the 

study uses a nine-turbine array model to explore wind farm behavior under varying wind 

conditions and yaw angles. This analysis highlighted that wind speed variations and yaw 

adjustments impact wake characteristics and power output, with implications for optimizing 

wind farm efficiency. The research provides insights into enhancing energy extraction and 

advancing wind energy technology, contributing to sustainable renewable energy 

development.  
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Chapter 1  

INTRODUCTION 

Wind energy is a renewable energy source at the forefront of the movement to reduce 

carbon emissions. It is harnessed from the natural flow of air in our atmosphere. Modern wind 

turbines are more efficient, durable, and capable of harnessing wind energy even in suboptimal 

conditions, thanks to blade design, materials, and aerodynamics advancements. As the wind 

industry has expanded, the scale of production has reduced costs, making wind energy 

increasingly competitive with fossil fuels in many regions. Due to its zero-emission nature, 

wind energy has become a preferred choice for many nations aiming to meet their 

environmental targets. It also allows countries to reduce their dependence on imported fossil 

fuels, promoting energy security and reducing geopolitical risks associated with fuel imports. 

The wind industry has created numerous jobs worldwide, contributing to economic growth in 

regions with wind farms. Integrating wind power into the energy mix ensures a more diverse 

and resilient grid, reducing the reliance on a single energy source and stabilizing energy prices. 

The intermittent nature of wind power is becoming less of a challenge with the development 

of better energy storage solutions and grid management systems. This means that stored energy 

can be dispatched to meet demand even when the wind isn't blowing. The global commitment 

to a more sustainable future and the tangible benefits of wind energy have accelerated its 

adoption. As nations rally towards greener initiatives and more ambitious climate goals, wind 

energy is anticipated to continue to grow and contribute significantly to global electricity 

generation. The importance of wind energy is growing due to lower energy costs. Researchers 

around the world are studying the fluid dynamical physics of turbine wakes. Appropriate 
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numerical representation of the real-world wind turbine is crucial for investigating numerous 

characteristics of the wakes. 

Figure 3.6 and Figure 3.6 respectively showcase an actual offshore wind farm operating 

in Denmark and a three-dimensional view of the wind farm's streamwise velocity component 

flow field as simulated through our research. These visual representations offer insight into the 

intricate wake interactions and their consequential impacts on downstream turbines. It is 

imperative to optimize wind farms whilst minimizing wake effects to ensure successful 

commercial operations. 

 

Figure 1.1. Vattenfall Horns Rev Offshore Wind Farm, Denmark (Photo by Christian 

Steiness). 
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Figure 1.2. A three-dimensional cross-sectional view of streamwise velocity component 

revealing the wake effects in the downstream turbines, obtained from our wind farm 

simulation. 

The construction of very large wind farms has become a recent trend. However, the 

flow dynamics within these wind farms are quite complex due to the interaction between the 

turbines' wakes and the atmospheric flow above the wind farm. The operation of wind turbines 

is negatively impacted by wakes created by upstream turbines [1]. The design and operation 

of expansive wind farms introduce intricate flow dynamics. The challenge lies in the 

interactions between individual wind turbine wakes, coupled with their interaction with the 

overarching atmospheric boundary layer. The intricacies of wind turbine wakes remain a topic 

of ongoing research, with many aspects yet to be fully understood. These wakes are 

characterized by turbulent eddies spanning multiple scales: from the larger integral scales, 
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approximately the size of the rotor (on the order of 102 meters), to the much smaller 

Kolmogorov microscales (on the order of 10−3 meters). 

When wind flows past a turbine, it creates a wake that is characterized by reduced wind 

speeds and increased turbulence. The turbine's rotor shapes this wake, which presents a region 

of disturbed flow that extends downstream. A turbine positioned within the wake of an 

upstream turbine experiences decreased wind speeds, leading to suboptimal power generation 

[2]. Moreover, the increased turbulence within the wake can lead to greater wear and tear on 

turbine components, potentially reducing the lifespan of the equipment and increasing 

maintenance costs. 

The atmospheric boundary layer is the layer of air near the Earth's surface, typically up 

to 1-2 km in height. Within this layer, wind speeds and directions can vary significantly due to 

ground roughness, thermal effects, and other atmospheric conditions. As wind farms grow in 

size, turbines' interactions with these varying conditions become more complex, especially 

when considering the vertical distribution of wind speeds, known as wind shear. In large wind 

farms, the wakes of individual turbines can merge, leading to even more extensive regions of 

reduced wind speed and heightened turbulence. This merged wake can affect multiple 

downstream turbines, amplifying the negative impacts [3]. 

Advanced wind farm design strategies are being explored to mitigate these challenges. 

Some methods include optimizing turbine spacing and layout, incorporating varying hub 

heights, and employing advanced control strategies. Additionally, computational fluid 

dynamics (CFD) simulations and wind tunnel tests are being used to understand and predict 

wake interactions better, informing design and operational decisions. Large Eddy Simulation 

(LES) has emerged as a powerful tool for conducting high-fidelity numerical simulations of 
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wind farm flows [4–6]. LES has the capability to accurately capture the unsteady, large-scale 

turbulent structures and their interactions with wind turbine rotors, making it an invaluable tool 

for studying and optimizing wind farm flows. 

In conclusion, while the construction of larger wind farms is a testament to the growing 

trust and reliance on wind energy, it also underscores the need for advanced research and 

innovative strategies to address the aerodynamic challenges posed by turbine interactions. 

Properly addressing these challenges will be crucial for maximizing the efficiency and 

longevity of these significant renewable energy investments. Wind farms often consist of 

dozens, if not hundreds, of turbines. As such, when scaled across numerous turbines, an 

improvement of less than 1% in efficiency or output can result in a considerable increase in 

the overall electricity generated, enhancing revenue. 

To properly study all the wake dynamics related to wind farm optimization, a high-

fidelity computational fluid dynamics (CFD) solver has been developed. The solver includes 

different features, such as Large Eddy Simulation (LES) and Direct Numerical Simulation 

(DNS) capability, as well as shifted periodic boundary layers using two methods. Additionally, 

several LES subgrid models are available in the solver, along with the concurrent precursor 

method, which uses both the precursor domain and test domain. Although other features are 

available in the solver, this discussion will focus only on the LES-related features for brevity 

in Chapter 2. Chapter 3 presents the rigorous validation conducted on a newly developed 

solver. The results of the study on the ground proximity of wind turbines are discussed in 

Chapter 4 and were presented in the APS-DFT meeting [7]. The impact of different wind 

speeds and yaw angles on wind farms is studied in Chapter 5, which was published in Energies 

[8]. Chapter 6 concludes the discussion.  



6 
 

Chapter 2  

NUMERICAL METHODS 

2.1 Introduction 

Large Eddy Simulation (LES) is a mathematical approach used in computational fluid 

dynamics to model turbulence, particularly in high Reynolds number flows. It was introduced 

by Joseph Smagorinsky in 1963 to simulate atmospheric air currents [9], which was a 

significant advancement in representing turbulent flows. The approach filters out the smaller 

scales and focuses on the larger, energy-containing scales to reduce the computational burden 

of capturing the full spectrum of turbulent eddies, unlike Direct Numerical Simulation (DNS). 

In 1970, Deardorff refined the LES methodology, introducing new subgrid-scale models and 

techniques[10]. Consequently, LES has become a popular method for studying complex 

turbulent flows in various engineering and scientific applications. Its accuracy and 

effectiveness depend on the subgrid-scale models employed and the resolution of the 

computational mesh. These foundational contributions laid the groundwork for its wide 

adoption and continued evolution in simulating atmospheric, oceanic, and other flows. 

2.2 Governing Equations and LES Framework 

For the current study, a neutral atmospheric boundary layer formulation of the filtered 

Navier-Stokes equations with the continuity equation, neglecting the Coriolis force, has been 

considered. 

𝜕�̃�𝑖

𝜕𝑡
+

𝜕�̃�𝑖�̃�𝑗

𝜕𝑥𝑗
= −

𝜕�̃�∗

𝜕𝑥𝑖
+

𝜕𝜏𝑖𝑗

𝜕𝑥𝑗
+ �̃�𝑖 

2.1 
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𝜕�̃�𝑖

𝜕𝑥𝑖
= 0 

2.2 

Where �̃�𝑖(or u, v, w) is the filtered or resolved velocity at the filter width (∆) and 𝑥𝑖(or 

x, y, z) is the Cartesian coordinates in the i-direction, with i = 1, 2, or 3, corresponding to the 

streamwise, vertical or spanwise directions respectively. The modified pressure term, �̃�∗ (for 

more details, see [11]), is defined as follows. 

�̃�∗ = �̃� + (1 3⁄ )𝜌𝜎𝑘𝑘 + (1 2⁄ )𝜌�̃�𝑖�̃�𝑗 2.3 

Here 𝜏𝑖𝑗 is the subgrid-scale (SGS) stress tensor, 𝜌 is the fluid density (constant), 𝑡 is 

time, and �̃�𝑖 is the body force. The SGS terms are parametrized with the Lagrangian-averaged 

scale-dependent (LASD) model [11]. The LASD model dynamically calculates the local 

Smagorinsky coefficient 𝐶𝑠∆ at every grid point. It allows for a better representation of 

turbulence structures and their interactions with the resolved flow features. There have been 

several methods developed from pioneer works of Smagorinsky back in 1963 to today. A brief 

discussion of the subgrid models is given in section 2.5. 

2.3 Solver Numerics 

A concurrent precursor method (CPM) was implemented in the in-house code, 

WIND4D [7]. The equations are discretized using a structured, staggered, finite-volume 

formulation with a second-order central differencing scheme. The code employs a second-

order Adams-Bashforth on the convective terms and the stress terms. A fractional-step method 

is used to uncouple the pressure and flow fields from the momentum and the continuity 

equation. This method yields a pressure Poisson equation which is solved by a multigrid solver 

called HYPRE [12]. The code is fully parallelized via Message Passing Interface (MPI). The 



8 
 

code employs a concurrent recycling inflow domain which saves time and storage to run 

simulations. 

 

Figure 2.1. The representation of concurrent precursor method with the recycling domain and 

the test domain. 

A common method to filter the velocity field is by applying an explicit filter directly to 

it. The box filter is a simple and widely-used option for this operation. Its function is to average 

the velocity across a fixed and predetermined volume or "box" within the computational 

domain. In our LES, explicit filtering is performed at test or second test levels using a box or 

top hat filter. Filtering is conducted along the horizontal directions in physical space in a two-

dimensional manner. To calculate the discrete integral, the trapezoidal rule is used. The first 

test filtering is performed with a width twice that of the horizontal grid spacing, denoted as △. 

The second test filtering has a filter width of four times △. 

The velocity components are calculated at the face centers of the finite volume cell. 

The off-diagonal parts of the strain-rate tensor �̃�𝑖𝑗 are computed at the midpoints of the edges, 

while the diagonal components of �̃�𝑖𝑗 and modified pressure �̃�∗ are calculated at the center of 

the cell. The eddy viscosity 𝜈𝑇 and the deviatoric normal stress components are computed at 
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the cell's center, while the deviatoric shear stress components are stored at the midpoints of the 

edges. The SGS stress components are staggered in storage, making it easy to calculate the 

gradient of the components at the corresponding velocity points. Linear interpolations are used 

when off-diagonal components are needed at the cell center or when the cell-centered values 

are needed at the edges or faces. The convective terms are calculated at their corresponding 

velocity points. The divergence form of the convective terms performs slightly better than the 

advective form for this solver. 

2.4 Boundary Conditions and Wall-model 

Periodic boundary conditions (BCs) in the horizontal directions (recycling domain) and 

inflow-outflow boundary conditions in the streamwise direction with zero pressure gradient 

(test domain) are used. A new boundary condition (𝑢0 = 𝑢1 −
𝑑𝑢

𝑑𝑦
𝑑𝑦, 𝑤0 = 𝑤1 −

𝑑𝑤

𝑑𝑦
𝑑𝑦) at the 

wall to calculate the convective terms is imposed, and the velocity gradients are calculated 

from the wall stress model; it was found that this new boundary works better than no-slip 

boundary condition and any velocity extrapolations for the ghost points. A stress-free boundary 

condition at the top (i.e., 
𝜕𝑢𝑖

𝜕𝑥2
= 0, 𝑖 = 1, 3 and �̃�2 = 0) is enforced, which acts like a half 

channel with an impermeable centerline boundary. 

Due to the current study’s focus on very high Reynolds number flows, where molecular 

viscosity is minimal at the resolved scales like in the most LES simulations, and the wall layer 

is modeled, the molecular viscous factor is not taken into consideration. A local similarity 

model [10] is used to calculate the shear stresses at the surface in Equation 2.4. 

𝜏𝑤(𝑥, 𝑧) = −[𝜅 [𝑙𝑛(𝑑𝑦 2⁄ ) 𝑦0⁄ ]⁄ ]2([ �̅̃�1(𝑥, 𝑑𝑦 2⁄ , 𝑧)]2 + [�̅̃�3(𝑥, 𝑑𝑦 2⁄ , 𝑧)]2) 2.4 
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Here 𝑦0 is the surface roughness factor and �̅̃� is the filtered velocity at first test-filter 

scale. Using the Equation 2.4 the horizontal shear stress components 𝜏xy and 𝜏zy are computed 

according to 

𝜏𝑖,𝑦
𝑤𝑎𝑙𝑙(𝑥, 𝑧) =  𝜏𝑤(𝑥, 𝑧) [

 �̅̃�𝑖(𝑥, 𝑑𝑦 2⁄ , 𝑧)

√�̅̃�1
2 + �̅̃�3

2
] , 𝑖 = 𝑥, 𝑧 

2.5 

It should be noted that the wall shear stresses are computed at the first grid point away 

from wall at a distance 𝑑𝑦 2⁄  for a staggered grid discretization. 

2.5 Subgrid Models 

Large-eddy simulation (LES) has become an important numerical tool for the study of 

high Reynolds number atmospheric and engineering turbulent flows. In LES, the larger eddies 

are resolved and smaller eddies are modeled. This section explores the numerical aspects of 

different subgrid models, focusing on their objectives and limitations. It aims to provide a clear 

understanding of these models and their limitations. 

2.5.1 Smagorinsky-Lilly model with wall-damping: 

The classic and widely used Smagorinsky model is based on the eddy-viscosity 𝜈𝑇 and 

mixing length ℓ theories. The deviatoric subgrid-scale (SGS) stress tensor, 𝜏𝑖𝑗 according to [9] 

is given by Equation 2.6 

𝜏𝑖𝑗 = 2𝜈𝑇�̃�𝑖𝑗 = 2ℓ𝑆
2|�̃�|�̃�𝑖𝑗 = 2(𝑐𝑠∆∆)2|�̃�|�̃�𝑖𝑗 2.6 

�̃�𝑖𝑗 = 0.5(𝜕𝑗�̃�𝑖+ 𝜕𝑖�̃�𝑗) 2.7 

|�̃�| = √2�̃�𝑖𝑗�̃�𝑖𝑗  
2.8 



11 
 

Here 𝜈𝑇 is the eddy viscosity, �̃�𝑖𝑗 is the resolved strain rate, |�̃�| is the strain rate 

magnitude. Introducing the wall-damping function as defined in Equation 2.9, Mason and 

Thomson [13] eliminates the excessive damping of the turbulence generation and insufficient 

kinetic energy for the resolved scales near the surface. 

1

𝜆𝑛
=  

1

𝜆0
𝑛 +  

1

[𝜅(𝑦 + 𝑦0)]𝑛
 

2.9 

𝜆 = 𝐶𝑠,∆∆ 2.10 

𝜆0 = 𝐶𝑠,0∆ 2.11 

Here 𝜅 is the von-Karman constant and 𝜆0 is the mixing length away from the surface 

where homogeneous isotropic turbulence assumption holds. In the Equation 2.11, Lilly [14] 

used a fixed value of 0.16 for 𝐶𝑠,0. In this function, the mixing length 𝜆 (Equation 2.10) 

decreases smoothly following the behavior 𝜆 ~ 𝑦 near the wall. The Smagorinsky-Lilly model 

is still over dissipative despite use of the wall damping function and needs case to case 

calibration to get better results. This issue prompts the need of a dynamic model to calculate 

the coefficients. 

2.5.2 Planar Averaging Scale-Invariant Dynamic model 

The dynamic computation of the model coefficients was introduced by Germano et al. 

[15].The dynamic model coefficients are determined from the relation of SGS stresses across 

different scales intermediate between the grid scale (∆) and a test-filter scale (𝛼∆). 

𝐿𝑖𝑗 =  𝑇𝑖𝑗 −  �̅�𝑖𝑗 =  �̃�𝑖�̃�𝑗
̅̅ ̅̅ ̅ −  �̃��̅��̃��̅� 2.12 
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Where 𝐿𝑖𝑗 is the Leonard stresses for the scales between ∆ and 𝛼∆, �̅�𝑖𝑗 is the SGS stress 

tensor at the grid scale ∆, 𝑇𝑖𝑗 is the stress tensor at the test-filter scale 𝛼∆. 

𝜏̅𝑖𝑗 =  �̅�𝑖𝑗
𝐷 =  − 2𝑐𝑠,∆

2 ∆2|�̃�|�̃�𝑖𝑗
̅̅ ̅̅ ̅̅ ̅ 2.13 

�̅�𝑖𝑗
𝐷 =  − 2𝑐𝑠,𝛼∆

2 (𝛼∆)2|�̃�̅|�̃�̅
𝑖𝑗 2.14 

Putting Equation 2.13 and Equation 2.14 in Equation 2.12, yields an error function 

which is 

𝑒𝑖𝑗 =  𝐿𝑖𝑗
𝐷 − (𝑇𝑖𝑗

𝐷 −  �̅�𝑖𝑗) =  𝐿𝑖𝑗
𝐷 −  𝑐𝑠,∆

2 𝑀𝑖𝑗 2.15 

Where M𝑖𝑗 is defined as  

𝑀𝑖𝑗 = 2∆2 [|�̃�|�̃�𝑖𝑗
̅̅ ̅̅ ̅̅ ̅ −  𝛼2𝛽|�̃�̅|�̃�̅

𝑖𝑗] 2.16 

To determine the values of 𝐶𝑠, a least-square error minimization of the 〈𝑒𝑖𝑗𝑒𝑖𝑗〉 leads to 

the following equation. 

𝑐𝑠,∆
2 =  

〈𝐿𝑖𝑗𝑀𝑖𝑗〉

〈𝑀𝑖𝑗𝑀𝑖𝑗〉
 

2.17 

Here 〈 〉 refers to an averaging over the planes in the homogeneous directions. This 

averaging eliminates the numerical instability which arises from the highly variable local 

coefficients. 
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2.5.3 Planar Averaging Scale-Dependent Dynamic model 

To include the scale dependency, Porté-Agel et al. [16] introduced a second test-filter 

to define the relation between the stresses at different filter scales. In this model, a power-law 

behavior between 𝐶𝑠 and ∆ is assumed as following 

𝑐𝑠,∆ ~ ∆𝜙 2.18 

The above equation in its more appropriate dimensional form 

𝑐𝑠,∆ =  𝑐𝑠,𝛼∆(∆ 𝛼∆⁄ )𝜙 2.19 

To determine the 𝑐𝑠,𝛼∆, a second Germano identity for scales intermediate between ∆ 

and α2∆ is defined as 

𝑐𝑠,𝛼∆
2 =  

〈𝑄𝑖𝑗𝑁𝑖𝑗〉

〈𝑁𝑖𝑗𝑁𝑖𝑗〉
 

2.20 

Here the resolved stress tensors (between ∆ and 𝛼2∆) 𝑄𝑖𝑗  and 𝑁𝑖𝑗 are given as 

𝑄𝑖𝑗 =  �̃�𝑖�̃�𝑗
̂ −  �̃��̂��̃��̂� 2.21 

𝑁𝑖𝑗 = 2∆2 [|�̃�|�̃�𝑖𝑗
̂ −  𝛼4𝛽2 |�̂̃�| �̂̃�𝑖𝑗] 2.22 

A fifth-order polynomial for the 𝛽 was obtained by equating Equation 2.17 and 

Equation 2.20. It should be noted that equating Equation 2.17 and Equation 2.20 leads to scale-

invariant assumption in this scale-dependent model (more discussions in Porté-Agel et al. 

[16]). The scale-dependent values of 𝑐𝑠,∆ are measured by substituting 𝛽 (obtained from solving 

the polynomial) in Equation 2.17. In many complex practical applications, the assumption of 
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homogenous directions in the flow field doesn’t hold, and this issue necessitates the next 

subgrid model. 

2.5.4 Lagrangian Averaging Scale-Independent Dynamic model 

Meneveau et al. [17] combined the local and time-averaged formulations to propose a 

Lagrangian-Averaged Scale-Invariant (LASI) model. The Lagrangian approach is justifiable 

since the large eddies at grid scales are convected along the fluid pathlines. Also, the energy 

cascade is most apparent in the Lagrangian frame of reference. Thus, this model works better 

in case of heterogenous directions since it preserves the local variability and Galilean 

invariance. 

In this model, the coefficients are determined by minimizing the weighted time-average 

function, 𝐸 (as defined in Equation 2.23) of the local error contraction 𝑒𝑖𝑗𝑒𝑖𝑗 over the pathlines. 

𝐸 =  ∫ 𝑒𝑖𝑗[𝑧(𝑡′), 𝑡′]𝑒𝑖𝑗[𝑧(𝑡′), 𝑡′]𝑊(𝑡 − 𝑡′)𝑑𝑡′
𝑡

−∞

 
2.23 

Where 𝑧(𝑡′) are the previous positions of the fluid elements and 𝑊(𝑡 − 𝑡′) is a 

relaxation function which allocates larger weights to the current values. 

By performing 𝜕𝐸 𝜕𝑐𝑠,∆
2⁄ =  0, an expression for the 𝑐𝑠,∆

2  is obtained as follows 

𝑐𝑠,∆
2 =  

ℑ𝐿𝑀

ℑ𝑀𝑀
 

2.24 

Where ℑ𝐿𝑀 and ℑ𝑀𝑀 are defined as following 

ℑ𝐿𝑀 =  ∫ 𝐿𝑖𝑗𝑀𝑖𝑗[𝒛(𝑡′), 𝑡′]𝑊(𝑡 − 𝑡′)𝑑𝑡′
𝑡

−∞

 
2.25 
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ℑ𝑀𝑀 =  ∫ 𝑀𝑖𝑗𝑀𝑖𝑗[𝒛(𝑡′), 𝑡′]𝑊(𝑡 − 𝑡′)𝑑𝑡′
𝑡

−∞

 
2.26 

Using the relaxation transport equations for ℑ𝐿𝑀 and ℑ𝑀𝑀, the resultant formulations 

for updating value from time-step “n” to “n+1” at location 𝒙 is given by 

ℑ𝑀𝑀
𝑛+1 = 𝐻 [𝜖[𝑀𝑖𝑗𝑀𝑖𝑗]

𝑛+1
(𝒙) + (1 − 𝜖)ℑ𝑀𝑀

𝑛 (𝒙 − �̃�𝑛∆𝑡)] 2.27 

ℑ𝐿𝑀
𝑛+1 =  𝐻 [𝜖[𝐿𝑖𝑗𝑀𝑖𝑗]

𝑛+1
(𝒙) + (1 − 𝜖)ℑ𝐿𝑀

𝑛 (𝒙 − �̃�𝑛∆𝑡)] 2.28 

Where 𝐻(𝑥) is a ramp function which clips the values of 𝑥 if 𝑥 goes to negative. The 

ramp function eliminates the negative values of 𝑐𝑠,∆ leading to a more accurate prediction of 

the coefficients. A multilinear interpolation is used to calculate the values at precious locations 

𝒙 − �̃�𝑛∆𝑡. 

And 𝜖 is defined as following 

𝜖 =  
∆𝑡/𝑇𝑛

1 + ∆𝑡/𝑇𝑛
 

2.29 

Where the time scale, 𝑇 in the above equation is chosen as 

𝑇𝑛 = 1.5∆(ℑ𝐿𝑀
𝑛 ℑ𝑀𝑀

𝑛 )−1 8⁄  2.30 

2.5.5 Lagrangian Averaging Scale-Dependent Dynamic model 

To take account of scale-dependency of the coefficients in the Lagrangian formulation, 

the Lagrangian Averaged Scale-Dependent (LASD) model was proposed by Bou-Zeid et al. 

[11]. For this model, similar expressions like Equation 2.24 can be introduced for another two 

test filters for 𝛼 = 2 and 𝛼 = 4 as followings 



16 
 

𝑐𝑠,2∆
2 =  

ℑ𝐿𝑀

ℑ𝑀𝑀
 

2.31 

𝑐𝑠,4∆
2 =  

ℑ𝑄𝑁

ℑ𝑁𝑁
 

2.32 

Where ℑ𝑄𝑁 and ℑ𝑁𝑁 are defined similarly like ℑ𝐿𝑀 and ℑ𝑀𝑀 as following 

ℑ𝑄𝑁 =  ∫ 𝑄𝑖𝑗𝑁𝑖𝑗[𝒛(𝑡′), 𝑡′]𝑊(𝑡 − 𝑡′)𝑑𝑡′
𝑡

−∞

 
2.33 

ℑ𝑁𝑁 =  ∫ 𝑁𝑖𝑗𝑁𝑖𝑗[𝒛(𝑡′), 𝑡′]𝑊(𝑡 − 𝑡′)𝑑𝑡′
𝑡

−∞

 
2.34 

Thus, the scale-dependence parameter, 𝛽 is measured as 

𝛽 =  
𝑐𝑠,4∆

2

𝑐𝑠,2∆
2  

2.35 

And finally, the scale-dependent values for the 𝑐𝑠,∆ is determined according to 

𝑐𝑠,∆
2 =  

𝑐𝑠,2∆
2

𝛽
 

2.36 

Since the values of 𝛽 can vary from Zero to Infinity, 𝛽 is clipped at 0.125 if it goes 

below the clipping value. This clipping occurs less than 15% of the time, and it helps to avoid 

numerical instability. Including the clipping, the formula of 𝑐𝑠,∆ can be written in the following 

form 

𝑐𝑠,∆
2 =  

ℑ𝐿𝑀

ℑ𝑀𝑀

𝑚𝑎𝑥(𝛽, 0.125)
 

2.37 

Where expression for 𝛽 can be simplified in the form of the following equation. 
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𝛽 =
ℑ𝑄𝑁ℑ𝑀𝑀

ℑ𝑁𝑁ℑ𝐿𝑀
 

2.38 

2.6 Time-Adaptive Wind-Turbine Model 

When simulating wind farms with many turbines, using fine grid resolutions can be too 

expensive. For this reason, the Actuator Disk Method (ADM) is more appropriate for large 

wind farm simulations using a coarse grid. The ADM is a preferred approach for large wind 

farm simulations where the primary interest is in wake interactions, downstream effects, and 

overall farm performance, rather than detailed blade aerodynamics. The current study does not 

consider the actual blades of the turbine since the focus is on the downstream development of 

flow characteristics rather than the local properties of the flow that interacts with the wind 

turbine blades. 

The thrust force of the turbine has been modeled with the classical actuator disk method 

[18]. 

�̃�𝑖 = 𝑓𝑒(𝑥) ∗ 𝑓𝑔(𝑥) ∗ 𝐶𝑇
′  2.39 

𝑓𝑒(𝑥) =
1

2
𝜌(𝑈𝑑

𝑇)2
3

2
[1 − (

𝑟

𝑅
)

2

]
1 2⁄

 
2.40 

𝑓𝑔(𝑥) =
1

𝜎√2𝜋
𝑒

(𝑥−𝑥𝑐)2

−2𝜎2  
2.41 

Here, the 𝑓𝑒(𝑥) is the elliptical distribution of the volume forces over the swept area, 

where R is the radius of the rotor. A Gaussian kernel 𝑓𝑔(𝑥) has been employed to smooth the 

point force over the streamwise direction, 𝜎 is the smoothing width, and 𝑥𝑐 is the coordinate 

of the turbine center. Since the freestream 𝑈∞ is not readily known in multi-turbine wind farms, 
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the average velocity at the rotor disk 𝑈𝑑 is used to calculate the thrust force of the turbine. 

From the actuator disk model based on momentum theory, 𝑈∞, 𝑈𝑑, and induction factor a are 

related by 

𝑈∞ =
𝑈𝑑

(1 − 𝑎)
 

2.42 

Since 𝑈∞ has been replaced by 𝑈𝑑, 𝐶𝑇 was substituted by 𝐶𝑇
′  according to 

𝐶𝑇
′ =

𝐶𝑇

(1 − 𝑎)2
 

2.43 

A temporal moving average was applied on 𝑈𝑑 over a time window of T using a first-

order relaxation method (or exponential smoothing). This provides an extra cushion against 

the numerical instability of the LES code. 

(𝑈𝑑
𝑇)𝑛+1 = 𝜖𝑈𝑑

𝑛 + (1 − 𝜖)(𝑈𝑑
𝑇)𝑛 2.44 

𝜖 =
𝑑𝑡 𝑇⁄

1 + 𝑑𝑡 𝑇⁄
 

2.45 

2.7 Yaw Implementation 

Yaw misalignment was implemented based on [19]. In the presence of yaw, the thrust 

force was replaced as follows. 

𝑓 = 𝐶𝑇

1

2
𝜌𝐴(𝑈∞ 𝑐𝑜𝑠𝜃)2 

2.46 

Then the thrust force was projected into the Cartesian coordinates with the x-

component and the z-component being the following. 
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𝑓𝑥 = 𝑓𝑐𝑜𝑠𝜃 = 𝐶𝑇

1

2
𝜌𝐴(𝑈∞ 𝑐𝑜𝑠𝜃)2𝑐𝑜𝑠𝜃 

2.47 

𝑓𝑧 = 𝑓𝑠𝑖𝑛𝜃 = 𝐶𝑇

1

2
𝜌𝐴(𝑈∞ 𝑐𝑜𝑠𝜃)2𝑠𝑖𝑛𝜃 

2.48 

The thrust force was then incorporated into the respective momentum equation. 

2.8 Conclusion 

Despite having some shortcomings, the Large Eddy Simulation is still widely used in 

simulation of high Reynolds number environments. The selection of the proper LES model 

depends on the desired accuracy, the geometry, and the cost of computation. The WIND4D 

solver has both Direct Numerical Simulation and Large Eddy Simulation capabilities and is 

enhanced with the Concurrent Precursor Method. It uses several LES subgrid models with a 

sophisticated wall model, with the LASD model being primarily used for the investigations in 

this thesis. The solver is based on the Finite Volume Method, which operates on a structured 

grid. In addition, it includes the actuator disk method with a yaw modeling feature to model 

the turbine. 
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Chapter 3  

VALIDATION 

3.1 Introduction 

The WIND4D solver is a significant step forward in wind simulation capabilities. 

Developed from the ground up, it utilizes the latest methodologies, algorithms, and 

computational techniques to address the intricacies of wind dynamics. However, development 

is only one aspect of the process, and ensuring the solver's accuracy and reliability is crucial, 

particularly when it is deployed in real-world scenarios. 

After completing the solver's development, an exhaustive validation process was 

undertaken. WIND4D's output was compared against established benchmarks, experimental 

data, published simulation findings, and other validated computational models to ensure its 

accuracy. 

The validation process was not confined to a limited set of conditions. Instead, the 

solver was tested under a wide range of scenarios to simulate the diverse conditions that it 

might encounter in real-world applications. This included varying wind speeds, yaw angles, 

etc. 

In addition to qualitative comparison, the validation process also included detailed 

statistical analysis. The goal was to ensure that WIND4D not only provided visually accurate 

simulations but also produced data that adhered closely to expected statistical norms and 

benchmarks. 
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Any discrepancies or deviations identified during validation resulted in iterative 

refinements of the solver. Potential sources of errors were analyzed, algorithms were fine-

tuned, and parameters were adjusted until the solver's output aligned with the expected results. 

To further fortify its reliability, results from WIND4D were subjected to peer review 

through publications. External experts assessed and critiqued the solver, adding another layer 

of scrutiny to ensure its methodologies and results were sound. 

In conclusion, the development of the WIND4D solver was a comprehensive 

undertaking that combined innovative development with rigorous validation, ensuring its 

reliability and accuracy in a variety of wind-related applications. All the simulations are carried 

out for a period long enough for the turbulence to become fully developed. 

While the code has additional capabilities such as direct numerical simulation and 

shifted periodic boundary conditions (two methods were implemented to achieve this), we will 

only be presenting the validation results related to the large eddy simulation of wind farms for 

the sake of brevity in our discussions. 
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3.2 Validation of Precursor Domain 

 

Figure 3.1. Comparison of the inflow profiles from the precursor domain with the logarithmic 

profile for various wind speed conditions. 

Understanding the inflow profile is crucial in wind simulation studies as it forms the 

foundation for subsequent analyses. Figure 3.1 represents the inflow profile derived from the 

precursor domain. Each simulation scenario is rigorously compared against a well-established 

representation in boundary layer meteorology called the log law profile. All the case profiles 

in this study align with the log law profile and match it very closely, indicating the robustness 

and accuracy of the simulations. For readers interested in the technicalities of the simulation, 

section 5.2 and Table 5.1 provide a comprehensive outline of the methodologies, parameters, 

and configurations employed during the simulation process. The study's performance under 

varying wind speed conditions is notable. Simulations often exhibit discrepancies when faced 

with a range of input conditions, but this study consistently and closely adheres to the 

logarithmic profile regardless of the wind speed conditions. This reinforces the credibility and 

precision of the simulation framework. 
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Figure 3.2. Mean velocity profile from precursor/recycling domain (domain0) and test 

domain (domain1). 

Figure 3.2 shows mean velocity profiles from the precursor simulation in logarithmic 

scale. It represents the comparison of the velocity profiles from both precursor domain and test 

domain. All the profiles agree well with the standard log-law profile. The simulation 

configurations for this profile are (Lx=3000, Ly=1000m, Lz=2000m) and (Nx=100, Ny=100, 

Nz=100), friction velocity u*=0.45 ms−1 and surface roughness y0=0.1 m. Figure 3.6 represents 

the mean velocity gradient profile comparison against the theoretical logarithmic profile and 

the profiles match qualitatively well. The overshoot near the surface due to the wall shear stress 

model, and is common in wall-modelled flows. 
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Figure 3.3. Mean velocity gradient profile against logarithmic profile. 

The distribution of energy across different scales in fluid dynamics, particularly 

turbulence, is a crucial study area. It involves assessing the energy spectrum of kinetic energy 

within turbulent structures of varying sizes, known as eddies. 

The energy spectrum of velocity components is analyzed at a specific distance from the 

wall, defined by the ratio y/δ = 0.1. Here, 'y' represents the distance from the wall, and 'δ' is the 

boundary layer thickness, a characteristic length scale. Figure 3.4 compares the simulated 

energy spectra results with established theoretical predictions. The -5/3 slope, also known as 

the "Kolmogorov -5/3 law," represents the inertial subrange of turbulence. It signifies where 

larger eddies transfer their energy to smaller ones without being influenced by viscosity. This 

slope is a universal feature observed in high Reynolds number turbulent flows. The -1 slope 

represents the energy-containing (or production) range of turbulence, where the most 

significant and energetic turbulent structures reside. Each of these profiles exhibits slopes of -
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1 and -5/3, aligning with theoretical predictions. At the highest resolved wavenumbers, rapid 

energy decay occurs due to numerical dissipation caused by finite volume discretization. 

 

Figure 3.4. Energy spectrum (at y/δ = 0.1) of all the velocity components obtained 

precursor/recycling domain. 

The Reynolds shear stress represents the physical transportation of momentum in the 

flow. In Figure 3.5, the summation of Reynolds shear stress and SGS shear stress has been 



26 
 

compared with the theoretical profile of total streamwise stress. The results show a good match 

with the theoretical values. The stresses are normalized by the square of friction velocity, u*. 

 

Figure 3.5. The comparison of summation of Reynolds shear stress and SGS shear stress with 

the theoretical profile of the total streamwise stress. 

 

3.3 Wind Farm Validation 

The following results are from a 3x10 wind farm simulation. This is a miniature-scale 

wind farm simulation using the actuator disk method (ADM) that has been done to validate the 

solver against EPFL experimental results by Chamorro and Porté-Agel [2010]. 

For this wind farm test case, the dimensions are (Lx0 = 5.4 m, Lx1 = 8.409375 m, Ly = 

0.675 m, Lz = 1.8 m), grid points are (Nx0 = 384, Nx1 = 598, Ny = 144, Nz = 128), hub height 

= 0.125 m, diameter = 0.15 m, friction velocity u*=0.113 ms−1 and surface roughness y0=0.03 

mm. The turbines are placed at a separation distance of 5D and 4D in the streamwise and in 
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the spanwise direction, respectively. The first row of turbines is placed at a distance of 5D 

from the entrance of the test domain. 

 

Table 3.1 The values of 𝐶𝑇 and 𝐶𝑇
′  (obtained from EPFL measurements) for the different rows 

in the wind farm case. 

Case T1 T2 T3 T4 T5 

𝐶𝑇 0.5091 0.5601 0.6406 0.6116 0.5912 

𝐶𝑇
′  0.7041 0.8099 1.0015 0.9286 0.8799 

Case T6 T7 T8 T9 T10 

𝐶𝑇 0.6202 0.6109 0.5898 0.5926 0.5955 

𝐶𝑇
′  0.9496 0.9269 0.8768 0.8831 0.8899 

 

 

Figure 3.6 compares the normalized vertical profiles of the time-averaged streamwise 

velocity component and the turbulence intensity of the precursor domain LES results against 

the experimental findings of EPFL wind tunnel tests. The LES inflow profiles have a good 

qualitative agreement with the wind tunnel measurements, especially around the region of 

interest (the turbine rotor area). The apparent discrepancies are common when experimental 

flow conditions are being simulated to match the inflow profiles, and it has been addressed in 

many previous studies. 
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Figure 3.6. Inflow profiles of the velocity and the turbulent intensity compare against the 

experimental results of EPFL. 

Figure 3.7 and Figure 3.8 depict the instantaneous flow field of the streamwise velocity 

component in a three-dimensional view incorporating three perpendicular slices and in the YZ 

plane sliced at hub height, respectively. They illustrate the flow field inside the wind farm and 

the interactions of wake structures behind the turbines. The time-averaged flow field of the 

streamwise velocity component is presented in Figure 3.9, Figure 3.10, and Figure 3.11, in a 

three-dimensional view that incorporates three perpendicular slices, in the YZ plane (sliced at 

hub height), and in the XY plane (slice at the rotor centerline in the middle column of turbines), 

respectively. How the wakes of upstream turbines are affecting the downstream turbines can 

be easily observed from these figures. More visualizations, including the turbulence intensity 

contours of the study, have been provided in the appendix section. They provide more insights 

into the characteristics of the wakes inside the wind farm. 
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Figure 3.7. Illustration of the instantaneous flow field of the velocity deficit in a three-

dimensional view. 

 

Figure 3.8. Contour of the instantaneous flow field of the velocity deficit in the streamwise 

direction on XZ plane. 
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Figure 3.9. Representation of the time-averaged flow field of the velocity deficit in the 3D 

orientation. 

 

Figure 3.10. Representation of the time-averaged flow field of the velocity deficit in the XZ 

plane. 
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Figure 3.11. Representation of the time-averaged flow field of the velocity deficit in the XY 

plane. 

 

Figure 3.12 and Figure 3.13 show vertical profiles of the time-averaged, resolved, 

streamwise velocity component (u) at various downstream sections (1D, 2D, 3D, and 4D). 

Figure 3.12 provides the velocity deficit profiles from the first five rows and Figure 3.13 

provides the last five rows’ velocity deficit profiles. The vertical height (Z) and velocity (u) 

have been normalized by the wind turbine diameter (D) and velocity at the hub height of the 

wind turbine (UH), respectively. All the profiles indicate that the numerical results agree well 

qualitatively with the wind tunnel results, especially in the regions of interest (three horizontal 

purple lines where the wind turbine lies). 
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Figure 3.12. Comparison our wind farm simulation using actuator disk. It shows the mean 

streamwise velocity deficits (u/UH) at different downstream locations of the wind farm. 

 

Figure 3.13. Comparison our wind farm simulation using actuator disk. It shows the mean 

streamwise velocity deficits (u/UH) at different downstream locations of the wind farm. 
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Figure 3.14. Comparison our wind farm simulation using actuator disk. It shows the turbulence 

intensity profiles (u´/UH) at different downstream locations of the wind farm. 

 

Figure 3.15. Comparison our wind farm simulation using actuator disk. It shows the turbulence 

intensity profiles (u´/UH) at different downstream locations of the wind farm. 
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Figure 3.14 and Figure 3.15 compare the resolved streamwise turbulence intensity (Ix 

or u´/UH), defined as the root-mean-square (RMS) of the resolved streamwise velocity 

fluctuation component divided by the hub height velocity (UH), with the experimental results. 

The simulated vertical profiles of the turbulence intensity show a good qualitative agreement 

with the wind tunnel measurements, particularly in the far-wake regions. This is a common 

trend when wind turbines are modeled using the actuator disk method (ADM). Additionally, 

it's worth noting that the maximum turbulence intensity occurs at the top tip of the turbine, 

where the mean wind shear is high. The current simulations also accurately capture minimum 

and maximum turbulence intensity locations. 

 

The region near the wind turbine blade is significantly affected by blade aerodynamics, 

tip vortices, as well as the tower and nacelle. However, these influences are negligible in the 

far wake region. Therefore, numerical results show better agreement with experimental results, 

although there are slight deviations compared to the total velocity profile deficit. If the tower 

and nacelle effects were included in the ADM model, the results would show better agreement 

with the wind tunnel measurements. We plan to incorporate these features into our solver in 

the future. 

 

3.4 Yaw Implementation Validation 

To assess the effectiveness of the yaw implementation in generating the wake 

characteristics at various downstream locations, a series of validations have been carried out. 
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The validity of the yaw implementation has been verified for both utility-scale and miniature 

turbines, based on both experimental and computational results. 

3.4.1 Utility Scale Size 

For the utility-scale run, the dimensions are (Lx=2000.0 m, Ly=400.0 m, Lz=700.0 m), 

grid points are (Nx=200, Ny=40, Nz=70), hub height = 70.0m, diameter = 60.0m. For this 

current run, the friction velocity (u*) is 0.4 ms−1, the surface roughness (y0) is 0.1m, and the 

thrust coefficient (CT) is 0.8. Figure 3.16 shows the comparison of wake profiles against 

Jimenez et al. [19] for a yaw angle of 30°. The contour plot for the yawed wake velocity is 

depicted in Figure 3.17. The wake profiles match quite well, even at different downstream 

positions. 

 

Figure 3.16. Comparison of yawed wake profiles for yaw angle of 30° against Jimenez et al. 

at different downstream positions. 
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Figure 3.17. Velocity contour of yawed wake for a yaw angle of 30°. 

 

3.4.2 Miniature Scale Size 

For the miniature-scale run, the dimensions are (Lx = 3.2 m, Ly = 0.4 m, Lz = 0.8 m), 

grid points are (Nx = 128, Ny = 32, Nz = 64), hub height = 0.125 m, diameter = 0.15 m. For 

the current run, the friction velocity (u*) is 0.226 ms−1, the surface roughness (y0) is 0.022 mm, 

and the thrust coefficient (CT) is 0.66. The yawed wake profiles are compared against both the 

experimental findings [20] and the simulated (Yawed ADMR and Yawed ADM) results [21]. 

The yawed wake profiles in Figure 3.18 and the yawed turbulent intensity profiles in Figure 

3.19 are in close agreement with both the experimental and the numerical results. The apparent 

minimum discrepancies are due to the absence of the turbine tower and rotation of the turbine 

implementation in our actuator disk model (ADM). In such cases, the slightest mismatch is 

common when ADM is numerically modeled. 
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Figure 3.18. Comparison of yawed velocity deficit profiles against experiment and other 

published numerical results 

 

Figure 3.19. Comparison of yawed turbulent intensity (TI) profiles against experiment and 

other published numerical results. 
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3.5 Conclusion 

All the statistics relevant to LES simulation, wind turbines, and wind farms are 

validated against benchmarked results. Overall, our simulated results show a good qualitative 

agreement with theoretical predictions, validated computational findings, and wind tunnel 

observations for all the velocity deficit and turbulence intensity profiles, indicating the 

accuracy and validity of our simulations. Despite some slight discrepancies between the 

simulated and experimental outcomes, the majority of the boundary layer closely resembles 

each other, especially around the rotor area. This finding suggests that the WIND4D solver is 

a reliable tool for investigating the physics of wind turbines and wind farms. Therefore, this 

study highlights the potential of the WIND4D solver for further research in the field of wind 

energy. 
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Chapter 4  

EXPLORING THE ROLE OF GROUND PROXIMITY IN TURBINE WAKE 

BEHAVIOR 

4.1 Introduction 

The gap between the ground and a wind turbine is a crucial factor that affects its 

performance and environmental (local microclimate) impact. When we talk about how the 

distance between the bottom edge of the turbine and the ground affects the wake, we are 

referring to the ground effect and how it influences wake turbulence. The wake is the turbulent 

air that forms behind the turbine as it extracts energy from the wind. 

When a turbine blade comes closer to the ground, the ground effect becomes more 

noticeable. Ground effect refers to the changes in airflow that occur around an object, like a 

turbine blade, when it is close to the ground. This can create greater turbulence and altered 

wake patterns, particularly near the ground. 

When a turbine is closer to the ground, the turbulence it creates interacts more closely 

with the ground. As a result, the wake may break up and dissipate more quickly than if the 

turbine were situated at a higher position. However, any obstacles or roughness on the ground 

can intensify the turbulence and make the wake last longer and become more chaotic. At higher 

altitudes, there may be improved vertical mixing of the wake due to atmospheric turbulence, 

resulting in faster wake recovery. The mixing process is more aggressive when there's higher 

turbulence (higher TI) in the wake. This phenomenon refers to the process by which the 

decelerated air in the wake is replenished with relatively faster-moving air from the 

surrounding environment at an expedited rate. As a consequence, the wake reverts to its 

undisturbed, natural state at an accelerated pace. 
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The reduction in wind speed, also known as velocity deficit, in the wake of a turbine is 

influenced by its proximity to the ground. A wind turbine positioned closer to the ground may 

cause a more significant reduction in wind speed near the surface, which can affect the 

performance of downwind turbines in a wind farm. 

The nature of the ground surface can affect wake behavior, with rougher surfaces 

increasing turbulence. These effects can be more pronounced when the turbine is closer to the 

ground. The movement of the turbine blade creates a vortex at the tip. When the blade is closer 

to the ground, the vortex interacts with the ground, affecting its strength and turbulence. The 

temperature and stability of the air can be impacted by the ground. During the night, the ground 

cools faster than the air, causing a stable layer of air close to the ground. This stable layer can 

affect turbulence and wake behavior. The proximity of the turbine blades to this layer can 

influence the characteristics of the wake. 

Wind turbines in close proximity can affect each other's performance and lifespan, with 

turbines positioned closer to the ground producing wakes that impact other turbines differently 

compared to higher-positioned turbines. When planning a wind farm and determining the best 

placement for turbines, it is important to take into account the impact of wake effects, 

particularly in relation to the ground. By doing so, it is possible to optimize the arrangement 

of turbines to maximize energy production and minimize wear and tear. Accurate 

computational models and wind tunnel tests are often utilized to predict and better understand 

these effects in detail. 

The impact of the gap between the turbine's lower edge and the wall on wake recovery 

remains underexplored within the proper framework of Large Eddy Simulation (LES). 

Previous studies have mainly used analytical methods, such as the greedy search algorithm 
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combined with the Jensen model, as described by Chen et al. [22]. Wang et al. [23] compared 

various analytical approaches, such as Park, Larsen, and B-P models. Stanley et al. [24] 

analytically found that using two varied hub heights optimized performance in densely packed 

wind turbines with smaller diameters in low wind shear conditions. Vasel-Be-Hagh and Archer 

[25] compared one case optimized analytically with LES findings. A LES study [26] 

discovered that large-scale structures from bigger wind turbines positively influence smaller 

turbines with low hub heights. 

To the best of the authors' knowledge, no distinctive studies have rigorously examined 

the role of ground proximity in turbine wake behavior using a comprehensive numerical 

framework to analyze wind turbine wakes. The primary objective of this research is to provide 

a deeper understanding of the influence of the gap between the lower edge of the turbine and 

the ground on the overall dynamics and characteristics of the wake. The chapter is organized 

into three sections. Section 4.2 provides a detailed explanation of the case setup applied in the 

study. In Section 4.3, the results are presented and analyzed. Finally, Section 4.4 offers a brief 

summary of the entire analysis. The findings of this case study were presented in the APS-

DFD meeting [7]. 
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4.2 Case Set-Up 

The turbine is positioned 4.0D downstream from the inflow plane, right in the middle 

of the spanwise direction. The domain has the following dimensions: Lx0 ≈ 24.0D, Lx1 ≈ 

16.0D, Ly ≈ 8.0D, and Lz ≈ 16.0D, all in terms of the rotor diameter. The number of grid points 

corresponds to Nx0 = 300, Nx1 = 200, Ny = 100, and Nz = 200, resulting in a uniform grid 

size of dx = dy = dz = 10 m in every direction. For these case studies, we used a neutral 

atmospheric boundary layer without any Coriolis force. The friction velocity (u*) is 0.45 ms−1, 

the surface roughness (y0) is 0.1 m, 𝐶𝑇
′  is 

36

31
. Table 4.1 provides the relevant parameters for the 

two cases. The schematic of the domain setups with their relevant dimensions is illustrated in 

Figure 4.1. 

Table 4.1. Different parameter values for the two cases. 

Case Rotor Diameter, D Hub Height, H Gap 

Case 1 126m 90m 0.25D or 27m 

Case 2 126m 103.5m 0.35D or 40.5m 

 

  

Figure 4.1. Schematic of the computation domain consisting of a precursor domain and a test 

domain with all the dimensions relevant to this case study. 
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4.3 Results and Discussion 

The subsequent sections systematically present and analyze the study's results to 

facilitate a comprehensive understanding. First, we present and analyze the flow field statistics 

through detailed contours and profiles. Then, we provide an interpretation of the turbulence 

intensity profiles. 

4.3.1 Analysis of the Flow Field Contours and the Profiles 

Figure 4.2 and Figure 4.3 display the instantaneous contours of streamwise velocity in 

the XY plane for the cases of 0.25D and 0.35D cross-sections taken at the turbine's centerline, 

respectively. The contours show that there is more momentum flux passing through the gap 

for the 0.35D case compared to the 0.25D case. This means that there is greater motion or 

kinetic energy being conveyed through the clearance region of the turbine edge and the ground 

surface. The smaller gap leads to more ground interactions, resulting in a complex wake pattern 

compared to the larger gap. 

As the mixing process continues, the slower wind speeds in the center of the wake, 

known as the "velocity deficit", become "diluted" or "averaged out" with the faster-moving air 

being mixed in. This gradual process increases wind speeds within the wake, bringing them 

closer to the undisturbed wind speeds outside of the wake. 

As we move higher above the ground, the wind speed tends to increase. This variation 

in wind speed across different vertical levels is known as wind shear. Turbines that have a 

greater distance between their rotor blades will operate in a larger part of this wind shear layer. 

This can have an impact on turbulence and wake dynamics, affecting the overall performance 

of the turbines. So, the turbine with a larger gap between the lower edge and the ground will 

experience low wind shear but higher mean wind speeds than the turbine with a smaller gap. 
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Figure 4.2. Instantaneous contour of streamwise velocity in the XY plane for gap 0.25D cross-

sectioned at the centerline of the turbine. 

 

Figure 4.3. Instantaneous contour of streamwise velocity in the XY plane for gap 0.35D cross-

sectioned at the centerline of the turbine. 
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Figure 4.4. Time-averaged contour of streamwise velocity in the XY plane for gap 0.25D cross-

sectioned at the centerline of the turbine. 

 

Figure 4.5. Time-averaged contour of streamwise velocity in the XY plane for gap 0.35D cross-

sectioned at the centerline of the turbine. 
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The efficiency of wind farms in harnessing wind from higher altitudes is an important 

research area. The clearance between the turbine's lower edge and the ground plays a crucial 

role in this regard. Notably, a larger gap between the turbine and the ground facilitates higher 

vertical transport of momentum than a smaller gap. Additionally, the vertical kinetic energy 

flux, which channels high-velocity wind from above the wind farm down to the hub-height 

level, is more effective when there is a larger gap between the turbine and the ground. This 

results in a more pronounced magnitude of kinetic energy transfer, enabling a more efficient 

harnessing of wind from higher altitudes. 

The time-averaged representations of the streamwise velocity contours in the XY plane 

for the 0.35D and 0.25D cases are depicted in Figure 4.4 and Figure 4.5, respectively. These 

contours have been cross-sectioned at the centerline of the turbine. From analyzing the contour 

plots of the average flow field, it is evident that the 0.35D case has a higher momentum flux 

flowing through the gap compared to the 0.25D case. The figures also highlight that the wake 

in the 0.25D case persists for a longer distance than the 0.35D case. When wind turbines have 

a smaller gap, the ground effect plays a more significant role in impacting their wakes. The 

ground acts as a barrier, hindering the vertical mixing of the wake with the free-flowing air 

above, leaving a larger area of slow-moving air closer to the ground. Turbulent mixing is 

crucial for wake recovery. In the case of a larger gap, there is more room for turbulent eddies 

to mix the slowed-down wake with the faster-moving air from above. However, in the case of 

a smaller gap, the vertical mixing is limited, leading to slower wake recovery. 
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Figure 4.6. Instantaneous contour of streamwise velocity in the XZ plane for gap 0.25D cross-

sectioned at the centerline of the turbine at hub height. 

 

Figure 4.7. Instantaneous contour of streamwise velocity in the XZ plane for gap 0.35D cross-

sectioned at the centerline of the turbine at hub height. 
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Figure 4.8. Time-averaged contour of streamwise velocity in the XZ plane for gap 0.25D cross-

sectioned at the centerline of turbine at hub height. 

 

Figure 4.9. Time-averaged contour of streamwise velocity in the XZ plane for gap 0.35D cross-

sectioned at the centerline of turbine at hub height. 
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Figure 4.10. Instantaneous contour of streamwise velocity in the YZ plane for gap 0.25D cross-

sectioned at the location of turbine. 

 

Figure 4.11. Instantaneous contour of streamwise velocity in the YZ plane for gap 0.35D cross-

sectioned at the location of turbine. 
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Figure 4.12. Time-averaged contour of streamwise velocity in the YZ plane for gap 0.25D 

cross-sectioned at the location of turbine. 

 

Figure 4.13. Time-averaged contour of streamwise velocity in the YZ plane for gap 0.35D 

cross-sectioned at the location of turbine. 
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The streamwise velocity contours for the 0.25D and 0.35D gaps in the XZ plane at the 

hub height centerline of the turbine are shown in Figure 4.6, Figure 4.7, Figure 4.8, and Figure 

4.9, both instantaneous and averaged. The contours provide more information about the wake 

structures and their interaction with the flow downstream. They also indicate that the length 

and width of the wake are smaller when the ground clearance is larger compared to when it is 

smaller. 

Figure 4.10 to Figure 4.13 depict the instantaneous and averaged streamwise velocity 

contours for the 0.25D and 0.35D gaps at the rotor plane of the turbine in the YZ plane. They 

display wake interactions from the side and ground clearance in each case, along with the shape 

of the rotor-shaped velocity deficit. 

Figure 4.14 and Figure 4.15 display the vertical wake profiles for gaps of 0.25D and 

0.35D, respectively, at various downstream positions. The plots show greater acceleration of 

velocity through the gap for the 0.35D case compared to the 0.25D case. It is noticeable that 

the wind shear is stronger in the wake area for the bigger gap when compared to the smaller 

gap. This increased wind shear causes more turbulence in the wake region behind the turbine, 

resulting in a faster recovery of the velocity deficit. 

Figure 4.16 and Figure 4.17 at various downstream positions show the lateral wake 

profiles at the hub height for gaps of 0.25D and 0.35D, respectively. The plots demonstrate 

that the velocity outside the rotor plane is more accelerated for the 0.35D case than the 0.25D 

case. The plotted data indicates that an increase in ground clearance leads to a decrease in the 

dimensions of the wake, specifically the length and width. 
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Figure 4.14. Comparison of the vertical wake profile at different downstream positions for a 

gap of 0.25D, calculated at the centerline of the turbine. 

 

Figure 4.15. Comparison of the vertical wake profile at different downstream positions for a 

gap of 0.35D, calculated at the centerline of the turbine. 
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Figure 4.16. Comparison of the lateral wake profile for gap 0.25D at different downstream 

positions at the hub height of a turbine. 

 

Figure 4.17. Comparison of the lateral wake profile for gap 0.35D at different downstream 

positions at the hub height of a turbine. 
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4.3.2 Analysis of the Turbulent Intensity Profiles 

Figure 4.18 and Figure 4.19 illustrate the comparison of the vertical turbulent intensity 

(TI) profiles at different downstream positions for the cases of 0.25D and 0.25D, calculated at 

the centerline of the turbine. The plots indicate that the 0.35D case exhibits a higher turbulence 

intensity than the 0.25D case. This suggests that the wake of the former case is recovered faster. 

A wake with higher turbulence intensity tends to recover faster because the turbulence 

promotes mixing with the surrounding air. When the wake mixes with the freestream wind 

(undisturbed wind), it dilutes the wake's velocity deficit, leading to a faster return to a natural 

state. The turbulence in the wake actively mixes with the surrounding air by pulling in faster-

moving air from the edges to its slower-moving center through swirling eddies. 

Wind speed usually increases with height above the ground due to surface roughness 

and other ground-based obstructions. When there is a larger gap, the upper sections of the rotor 

can access these higher wind speeds. This leads to increased turbulence, promoting better 

mixing and faster wake recovery. On the other hand, a smaller gap means the entire rotor 

operates closer to the ground in a region of reduced wind speeds and potentially less turbulence. 

Figure 4.20 and Figure 4.21 show lateral turbulent intensity (TI) profiles at different 

downstream positions, calculated at the turbine's hub height, for two cases: 0.25D and 0.25D. 

Comparing the 0.35D and 0.25D cases, the lateral profiles also indicate higher turbulence 

intensity (TI) for the former. 
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Figure 4.18. Vertical turbulence intensity profile comparison for gap 0.25D at different 

downstream positions. 

 

Figure 4.19. Vertical turbulence intensity profile comparison for gap 0.35D at different 

downstream positions. 
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Figure 4.20. Lateral turbulence intensity profile comparison for gap 0.25D at different 

downstream positions. 

 

Figure 4.21. Lateral turbulence intensity profile comparison for gap 0.35D at different 

downstream positions. 
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4.4 Conclusion 

The distance between the rotor disk and the ground plays a critical role in the wake 

recovery of turbines. A smaller gap between the turbine blades and the ground slows the wake 

recovery due to reduced vertical mixing, more significant ground effects, and less interaction 

with high-velocity winds at higher altitudes. On the other hand, a higher gap results in greater 

downward momentum flux above the hub height and greater upward momentum flux below 

the hub height compared to the lower gap. The velocity of fluid flow is observed to increase at 

a greater rate in the larger gap scenario as compared to the shorter gap scenario. The width and 

length of the wake are smaller with the higher gap case compared to the smaller gap case. The 

wake region experiences a higher level of turbulent intensity for a larger ground clearance than 

a smaller ground clearance. In summary, it was observed that the larger gap case (0.35D) 

facilitated a quicker recovery of the velocity deficit compared to the smaller gap case (0.25D). 
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Chapter 5  

EFFECTS YAW ANGLES AND WIND SPEEDS ON WINDFARM PERFORMANCE 

5.1 Introduction 

With more initiatives worldwide towards greener energy to mitigate climate change, 

wind energy has been a leading source. The Intergovernmental Panel on Climate Change 

(IPCC) special report 15 [27] stated that renewable energy needs to increase from 20% in 2018 

to 67% in 2050 to limit global temperature rise to 1.5 °C. More wind farms are being built 

onshore and offshore to reach that goal. However, proper optimization (i.e., design, operation, 

control, and grid integration) is still a concern under different conditions of wind farms and the 

turbulent atmospheric boundary layer (ABL). This is due to the complex interactions between 

the wind farms and the ABL, whose flow properties are greatly affected by surface roughness, 

thermal effects, different forcing parameters, among others. 

In a wind farm, upstream turbines affect the downstream ones as they extract energy 

from the upcoming wind while enhancing the turbulence levels and reducing the wind speed 

in the flow. This phenomenon is known as the wake effect or wake loss, and it can cause a 

decrease in the overall power output of the wind farm. There are several ways to improve the 

annual energy production (AEP) of a wind farm, such as pitch and torque control, layout 

optimization, tilt, and yaw misalignment of wind turbines [28–30]. Wake steering becomes 

essential, especially when turbines are placed closely, since sparse installations increase costs, 

particularly cabling. In wake steering, by trading off the power of the upstream turbines, a 

higher net power of a wind farm is achieved. Wake steering also reduces the fluctuation of 

wind energy, improving its reliability within the larger power grid. Prior studies [19,28–30] 

have demonstrated that the degree of wake deflection increases as the flow travels further 
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downstream. The amount of deflection is dictated by the yaw misalignment, the wind speed 

and direction, the incoming turbulence level, the thermal stability, the thrust coefficient, and 

other factors (i.e., turbine parameters, surface roughness). 

Inflow conditions such as wind speeds, turbulence intensity, and yaw angles affect the 

flow properties inside the wind farm, thus influencing the power output and the flow-induced 

dynamic loads of every turbine [31]. Furthermore, the unsteady oscillations of the wake (also 

known as wake meandering) by eddies larger than the turbine diameter also have important 

implications for the performance and reliability of wind turbines in a wind farm [32,33]. Under 

the influences of the different environmental conditions, the turbines experience leading-edge 

erosion; this affects the aerodynamics and AEP of the wind farm [34,35]. Understanding 

turbine wake aerodynamics in diverse incoming flow conditions is crucial to enhancing wind 

farm design, maximizing power output, and minimizing maintenance costs. Several methods 

are available, including analytical modeling, computational fluid dynamics (CFD), wind-

tunnel experiments, and field experiments to study the multi-scale interactions between wind 

turbines and the atmospheric boundary layer. The experimental and numerical studies [36–38] 

of single-turbine wakes have shown that the velocity deficit profiles usually have a two-

dimensional axisymmetric Gaussian distribution maximum located at hub height in the near 

wake region. This characteristic of the velocity deficit profiles augments the turbulent mixing 

of the incoming flow and the wake. When a wind turbine experiences yawed conditions, 

counter-rotating vortices form in the turbine’s wake, which can interact with the atmospheric 

boundary layer and cause the wake to take on a kidney shape [39]. The velocity and turbulence 

levels distribution are thus impacted by the yaw misalignments in all directions [20,40]. The 

wake characteristics of a yawed flow have been studied using various theoretical and 



60 
 

computational models, such as mass and momentum conservation [19], Reynolds-averaged 

Navier-Stokes (RANS) equations with vortex theory [20], and others [41,42]. 

As the wake moves downstream, it undergoes several changes. One of these changes 

is the growth of the wake in both lateral and vertical directions, which is due to the entrainment 

of the outer flow. Another change in the wake as it moves downstream is the increase in the 

value of the streamwise velocity component until it eventually recovers to the same value as 

the surrounding flow [43]. Several studies [31,44,45] have shown that the turbulence intensity 

level strongly influences the wake recovery rate in the incoming flow. Elevated turbulence 

levels in the incoming flow lead to better mixing of the wake region with the atmospheric 

boundary layer. This momentum exchange helps the breakdown of large vortices into smaller 

ones leading to a faster wake recovery [46]. Higher turbulence levels expedite the faster wake 

recovery, thus affecting the performances of downstream turbines in wind farms. 

When wind flows through a wind turbine, it experiences a change in velocity and 

pressure as it passes over the rotor blades. This phenomenon causes the wind to separate into 

layers: the wake region behind the turbine and the atmospheric boundary layer above it. Slower 

wind speeds and higher turbulence characterize the wake region, where most of the energy 

extraction occurs. As the wake region moves downstream, it mixes with the surrounding 

atmospheric layer and creates a shear layer with a significant velocity gradient. Due to the non-

uniform logarithmic velocity profile, a non-axisymmetric shear layer is formed, particularly 

pronounced at the top edge of the turbine. As a result, there is a higher production of turbulent 

kinetic energy at the upper edge of the wake, leading to an amplification of turbulence levels 

in that region [5,37,38,47,48]. The turbulence intensity in the wake zone typically has a double 

Gaussian profile with two peaks at the edges of the wake [44,49]. The transition between near-



61 
 

wake and far-wake occurs from the maxima of the turbulence levels forward, and then 

turbulence intensity decreases monotonically with downstream distance. 

Numerous variables, such as the unpredictability of the local wind speed and the 

transport properties of turbulence in the wake, affect the best turbine configuration in every 

wind farm architecture. The biggest factor contributing to the decline in wind farm efficiency 

is variability in wind speed [50]. After accurately assessing the wind speed variations by 

appropriate methods (for more details, see [51–54]), their subsequent effects on the 

aerodynamic characteristics need to be studied. The wake characteristics under high wind 

speeds while estimating the wind conditions by proper model [55] are also very crucial. How 

the turbulent wake flow structures within the wind farms under full-wake and partial-wake 

conditions affect the power output under different wind speeds and yaw angles is 

underexplored. Most studies [30,56] investigated the performance of wind farms just by 

changing the layout or yaw angles on a single wind speed mainly by reduced-order models. 

They found that layout and wake steering are complementary to maximize AEP and minimize 

wake losses. Field studies are not entirely conclusive when the wake steering effects on the 

performance of wind turbines are analyzed [57,58]. There have been some studies [59,60] on 

the effects of steering at variable wind speeds with a few turbines in a row. Howland et al. [59] 

showed improved power maximization with a row of six turbines at a fixed yaw angle of 20°. 

Simley et al. [60] found the effectiveness of wake steering in improving energy production was 

observed for wind speeds ranging from 4–12 ms−1 with two turbines, except for 6–8 ms−1 due 

to higher wind direction variability and power loss from yaw misalignment, while its efficacy 

for wind speeds between 12–14 ms−1 remains uncertain due to insufficient data. 
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To the authors’ knowledge, no rigorous studies have been conducted on the combined 

effect of yaw angle and wind speed on the wind farm’s performance and wake physics. Since 

the performance of wind farms can be significantly affected by the yaw angle and wind speed, 

understanding these effects is crucial for designing and operating wind farms effectively. 

Therefore, finding the optimal combination of yaw angle and wind speed is crucial for 

maximizing wind farms’ power output and efficiency. The chapter is structured as follows: 

Section 5.2 comprehensively explains the numerical details employed in the study. In Section 

5.3, the wind farm flow statistics are presented and thoroughly discussed. Finally, Section 5.4 

offers a concise summary of the entire analysis. The results presented in this chapter have been 

published in Energies [8]. 

5.2 Case Set-Up 

The dimensions for all the cases are depicted in Figure 5.1. The grid size in every 

direction is 10 m. The wind speeds and the yaw angles are listed in Table 5.1. The surface 

roughness length (y0) of all the cases is 0.1 m, the value typically used for the flat terrains in 

onshore wind farms. The diameter (D) and hub height (yh) of the turbine are 120 m. In the 

study, each turbine’s thrust coefficient CT (=3/4) was maintained constant across all cases to 

primarily investigate the influence of varying wind speeds at different yaw angles. 

The flow statistics were collected for over 260 flow-through times. The simulations 

were run over 70 flow-through times to ensure they reached a fully turbulent state. The time 

window (T) in the time adaptive wind turbine model was 600 s. 
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Figure 5.1. Sketch of the computation domain consisting of a recycling domain and a test 

domain with all the dimensions relevant to this case study. 

Table 5.1. All the simulation cases of the present study with their respective wind speeds and 

yaw angles. 

ABL Cases Wind Speeds, 𝑼∞;  𝒖 (ms−1) Yaw Angles, γ (°) 

case A 7.3; 0.412 30 

case B 7.3; 0.412 20 

case C 7.3; 0.412 0 

case D 10.4; 0.587 30 

case E 10.4; 0.587 20 

case F 10.4; 0.587 0 

case G 4.3; 0.243 30 

case H 4.3; 0.243 20 

case I 4.3; 0.243 0 
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5.3 Results and Discussion 

All the findings from this study are discussed in the following sections systematically 

for a better understanding of it. 

5.3.1 Analysis of the Contours of the Flow Fields and Turbulence Intensity 

Figure 5.2 displays the time-averaged velocity deficit field in the XZ plane at hub 

height for all cases, showing how the wake steering affects the deflection of the wake 

downstream of the wind farm. The secondary effects of the wake steering cause an additional 

deflection of the wake in the downstream direction of the wind farm. When the turbine converts 

a portion of the incoming turbulent kinetic energy (TKE) into power output, a low-speed zone 

(also known as the wake region) forms behind it. The wake then extends downstream and 

widens due to turbulence mixing, allowing the wind to recover before reaching the next 

turbine. The momentum exchange between the wake region and the ambient flow increases 

with increasing yaw angle. However, the relative exchange does not increase significantly with 

increasing speeds, leading to a little mismatch in self-similarity in velocity deficit profiles 

(normalized by hub height velocity, Uh). 

The velocity deficit contours reveal a high-speed channel of unperturbed velocity 

containing a significant amount of kinetic energy that passes through space between the 

columns of the turbine in wind farms for non-yawed cases, as depicted in Figure 5.2. In 

contrast, for yawed cases, this energy is extracted more and more as the flow moves 

downstream with an increasing yaw angle. It is worth noting that even with the largest yaw 

angles, the lateral wake interactions are minimal to zero. Therefore, the spanwise distance 

between turbine columns is sufficient to avoid these interactions. 
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Figure 5.2. Visualization of wake of all the cases at hub height in XZ plane. The diameter 

normalizes all the dimensions. The white and maroon lines represent the turbines and the 

connected centers of the turbines in a column, respectively. 

The turbulence intensity distributions in the XZ plane at hub height for all cases are 

presented in Figure 5.3. The turbulence intensity is the ratio of the standard deviation, σu (or 

root mean square) of the local fluctuating velocities to the mean unperturbed velocity at hub 

height, Uh. In all the cases, TI is higher at the wake edges and shear layers due to a higher 

production rate of turbulent kinetic energy (TKE) than its dissipation. This rise in turbulence 

levels is primarily due to shear layers and momentum flux transfer from the incoming 
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atmospheric boundary layer into the wake region. The accumulation of TI in the downstream 

direction leads to a quick recovery of the wakes and a shortening of the near-wake lengths. 

A dual-peak turbulence distribution is observed, with enhanced shear layers at the 

edges of the turbine. Under yawed conditions, this distribution becomes asymmetric, and the 

asymmetry increases with increasing yaw angles. This results in an asymmetric wake recovery, 

as evident in the velocity-deficit profiles and contour plots. 

 

Figure 5.3. Turbulence intensity contours of the XZ planes at hub height of all the cases. 

Compared to non-yawed cases, yawed cases have more added turbulence (turbine-

wake-induced turbulence intensity) downstream. This added turbulence increases wake width 

with no significant decrease in velocity deficit downstream. 
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Figure 5.4. Contour of the streamwise velocity deficits of the YZ plane at two downstream 

positions of each row for all the cases. In the labels “xRyD”, x and y represent the row number 

and the downstream distance from the same row, respectively. 

Figure 5.4 displays the streamwise velocity contours in the YZ plane at 2D and 4D 

distances from each turbine of each row for all the cases. Yawed cases generate a pair of 

counter-rotating vortices at the top and bottom of the turbine rotor, and these vortices shift the 

wakeline away from the center as the wake moves downstream. The vortices eventually turn 

into a curled shape at further downstream locations. Although the yaw angles significantly 

influence the shape of the vortices, the influence of wind speeds is insignificant. The curled 
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wake shape becomes more pronounced with increasing yaw angles, and slightly larger vortices 

are produced at higher wind speeds. That is why the wake moves less from the centerline for 

lower wind speeds, and this behavior is also evident in Figure 5.10 further below. 

 

Figure 5.5. Contour of the turbulence intensity of the YZ plane at two downstream positions 

of each row for all the cases. 

Figure 5.5 shows the turbulence intensity (TI) of the streamwise velocity in the YZ 

cross-sectional planes at different downstream positions of the wind farm. The distribution of 

the TI also exhibits the evolution of the curled shape phenomenon. In the wake of a turbine, 
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the entrainment of surrounding fluid causes a significant impact on the TI of the flow. At the 

upper edge of the wake, the entrainment of high-momentum fluid from the boundary layer 

results in an increase in TI due to increased shear and turbulence generation. Conversely, at 

the lower edge of the wake, the entrainment of low-momentum fluid from the boundary layer 

leads to a decrease in TI due to reduced shear and turbulence generation. 

 

Figure 5.6. Contour of the velocity deficits of the XY plane for all the cases. 

The displacement of the wake in the XY plane of streamwise velocity is observed to 

exhibit vertical characteristics, as demonstrated by Figure 5.6. This displacement is primarily 

caused by interactions between counter-rotating vortices, the ground, and the rotation of the 
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wake, with the most prominent effects being observed under yawed conditions. The extent of 

this displacement is directly proportional to the magnitude of the yaw angle. The direction of 

the displacement depends on the orientation of the counter-rotating vortices, which is a 

function of the sign of the yaw angle. The vertical displacement of the wake is critical to the 

overall wake deflection, which is further instrumental in mitigating wake losses downstream. 

Wind shear differences in the vertical direction exhibit significant variation with changing yaw 

angles but are relatively small with variations in wind speeds in the wake region. The 

accelerations at the wake edges are determined to be negligible for all three wind speeds at any 

specific yaw angles at any downstream position. Given their minimal effects on wake recovery, 

these accelerations’ contributions to turbines’ power output are also insignificant. The presence 

of these accelerations under neutral atmospheric conditions is primarily attributed to the 

adjacent upstream wakes in wind farms. 

In a fully developed wake region, the vertical kinetical energy flux brings the high-

speed wind down to the upstream of the turbine at the hub height level. This energy flux results 

from the complex interplay of atmospheric turbulence, wake-induced turbulence, and the 

cumulative growth of the boundary layer due to wake, as illustrated in Figure 5.6 and Figure 

5.7. The vertical kinetical energy flux increases as the flow moves downstream, as evident 

from the increased turbulence levels and boundary layer growth. The turbulence intensity 

profiles and contour plots consistently indicate elevated turbulence levels near the upper edges 

of the rotor due to stronger wind shear, which leads to turbulent mixing, eddy formation, and 

vortex generation. 
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Figure 5.7. Contour of the turbulence intensity of the XY plane for all the cases. 

Figure 5.8 presents a comparative assessment of the wake width at downstream 

locations of 2D and 4D for each row of turbines for all cases studied. The results indicate that 

the wake width gradually increases beyond 4D downstream of the third row, contributing to 

the expansion of the wind-farm wake. This phenomenon is attributed to the increased 

turbulence mixing in the downstream flow by mean-wind advection and turbulent transport. 

The velocity deficit profiles exhibit a two-dimensional Gaussian axisymmetric behavior for 

non-yawed cases, consistent with previous research [37,61]. However, the lateral profiles of 

the yawed cases are non-axisymmetric, and the degree of asymmetry increases as the flow 
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advances downstream and the yaw angle increases. Thus, the wind-farm wake characteristics 

are influenced by the yaw angle and the downstream distance, and these factors significantly 

affect the wake width and its expansion. 

 

Figure 5.8. Comparison of velocity deficits among the rows at two downstream positions for 

all the cases. A1 and A2 refer to two downstream positions (2D, 4D) of case A, others (B1, 

B2…) follow the same pattern. 
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5.3.2 Analysis of the Plots of the Flow Fields and Turbulence Intensity 

Figure 5.9 compares the lateral turbulence intensity profiles for three rows at two 

downstream positions (2D and 4D) in all cases studied. The results show that, after all three 

rows, the near-wake region around 2D downstream positions exhibits higher turbulence levels. 

The TI experiences variations in both magnitude and spatial distribution as the flow progresses 

downstream. Turbulent mixing reduces the turbine-wake-induced turbulence levels 

downstream, resulting in a more uniform velocity profile with reduced fluctuations, 

particularly in the far downstream region where turbulent structures have dissipated and mixed 

with the mean flow. This diffusion and merging of turbulent fluctuations with the mean flow 

are responsible for reducing total TI downstream. These findings suggest that the wind-farm 

wake characteristics are influenced by turbulent mixing and the downstream distance, which 

affects the spatial distribution and magnitude of TI in the wake region. 

The wake losses are observed to be nearly identical for all velocities in the non-yawed 

cases, as illustrated in Figure 5.10. This phenomenon is also reflected in the power output 

results, as depicted in Figure 5.14 below. Furthermore, Figure 5.10 highlights that the wake 

deflection is more prominent for higher speeds in the yawed cases. Given the lesser wake 

steering for lower speeds, the blockage losses are higher for them. This wake behavior 

significantly impacts the power output, particularly for the yaw angle of 20°. The relative 

power output experiences a decline for the lower speeds, particularly for speed 4.3 ms−1. 

Notably, the difference in the lateral spreads of the wakes for different wind speeds is 

insignificant even farther downstream of the turbines, especially for higher wind speeds. As 

the yaw angle reduces, the lateral wake spread becomes more noticeable due to the lesser 
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mixing of momentum of the wake and undisturbed flow from both above and sideways. This 

characteristic of the wake considerably influences the power output of each turbine. 

 

Figure 5.9. Comparison of turbulence intensity among the rows at two downstream positions 

for all the cases. A1 and A2 refer to two downstream positions (2D, 4D) of case A, others (B1, 

B2…) follow the same pattern. 
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Figure 5.10. Comparison of the velocity deficits for different yaw angles and wind speeds, at 

downstream, for the three rows. Each row in the figure refers to each row of the wind farm. 

The turbulence intensity profiles in the XZ plane at hub height exhibit similar trends to 

the velocity deficits, as illustrated in Figure 5.10 and Figure 5.11. The wind speed and yaw 

angle variations affect the magnitude and location of the maximum TI, influencing wind 

turbines and wind farms’ performance and efficiency. The elevated wind speeds displace the 

maximum TI away from its original position due to increased mixing and turbulence, leading 

to downstream expansion and shift of the wake. The profiles exhibit more deflection as the 
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wind speeds increase, particularly for the yaw angle of 20°. As the flow convects further 

downstream, the difference in the deflection of the profiles becomes more noticeable with the 

change in wind speeds at any yaw angle. This wake behavior can more significantly impact 

power output when additional turbine rows are placed after the third row, and the difference in 

power output can be more pronounced. 

 

Figure 5.11. Comparison of the turbulence intensity for different yaw angles and wind speeds, 

at downstream, for the three rows. Each row in the figure refers to each row of the wind farm. 
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The impact of wind speed on the vertical velocity deficits is shown in Figure 5.12, 

which indicates that there is only a weak correlation between these two parameters, except for 

the yaw angle of 20°. Typically, weaker shear layers are formed at lower wind speeds, resulting 

in less mixing between the wake region and the incoming atmospheric boundary layer. This  

 

Figure 5.12. Comparison of the vertical profiles of velocity deficits for different yaw angles 

and wind speeds, at downstream, for the three rows. Each row in the figure refers to each row 

of the wind farm. 
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wake behavior significantly impacts power output, as illustrated in Figure 5.14. However, the 

effects of this behavior are mitigated in the far wake region by the lateral transport of the flow. 

 

Figure 5.13. Comparison of the vertical profiles of turbulence intensity for different yaw angles 

and wind speeds, at downstream, for the three rows. Each row in the figure refers to each row 

of the wind farm. 

The results presented in Figure 5.13 indicate that the vertical turbulence intensity 

profiles do not exhibit a significant dependence on wind speed variations for different yaw 

angles. However, changes in yaw angles affect the TI profiles at any specific wind speed. 
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Increasing yaw angles increases turbulence levels, particularly at the turbine edges. Mixing 

wake turbulence with lateral turbulence in the far wake region mitigates these effects, leading 

to wake recovery. On the other hand, stronger shear introduces more momentum into the wake, 

resulting in more eddies and vortices, thereby increasing turbulence intensities when the shear 

is stronger. 

5.3.3 Analysis of the Relative Power Output of Wind Farms 

 

Figure 5.14. Relative power output comparisons for the different speeds and yaw-angles. The 

subfigures a, b, and c refer to the comparison among three wind speeds at 30°, 20°, and 0° yaw 

angles, respectively. The subfigures d, e, and f compare three yaw angles at 7.3 ms−1, 10.4 

ms−1, and 4.3 ms−1 wind speeds, respectively. 
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In Figure 5.14, the power output of turbines within the wind farm is presented, which 

has been normalized by the power output of a representative upstream turbine. The power 

values have been averaged over time and across the same row of turbines. The analysis 

investigates the effect of different yaw angles at various wind speeds on the power output of 

the turbines. 

The variability in incoming turbulence has been identified as a potential factor 

contributing to the observed difference in power output between the second and third rows of 

wind turbines. This can be attributed to the fact that turbulence can significantly impact the 

efficiency of wind turbines by causing unpredictable wind speeds, which can lead to reduced 

power output. In all cases considered, the power output of the second row of turbines was 

found to be lower than that of the third row. This trend can be explained by the relatively slow 

recovery of wakes behind the first row, which is characterized by a high-velocity deficit and 

low turbulence levels, compared to the second row. Beyond the second row, however, the 

increased turbulence levels facilitate a faster recovery of wakes, resulting in greater power 

generation. These findings highlight the importance of considering turbulence levels and wake 

dynamics in optimizing the design and placement of wind turbines for maximum power 

generation. 

In the absence of yaw misalignment of turbines, full wake interactions demonstrate 

weak dependence on wind speeds. Similarly, partial wake interactions exhibit limited 

sensitivity to wind speeds for a yaw angle of 30°. However, when the turbines are yawed at 

20°, partial wake interactions show a slightly stronger dependence on wind speeds, particularly 

at lower wind speeds. Notably, at wind speeds of 4.3 ms−1, the relative partial wake interactions 

are comparatively stronger for lower wind speeds. The downstream turbines’ gradual decrease 
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in power output indicates that greater momentum extraction from the fluid flow than 

entrainment occurs. These wake interactions’ impact is evident in the power output of wind 

turbines, as depicted in Figure 5.14. 

5.4 Conclusions 

In this study, we performed nine large eddy simulation (LES) cases of the neutrally 

stratified atmospheric boundary layer (ABL) flow through a three-by-three wind farm. The 

study’s primary purpose was to analyze the effects of the variability of wind speeds at different 

yaw angles on the wind farm’s wake characteristics and power output. All the LESs cases have 

almost the same turbulence intensity of 12.0% at hub height, and the three wind speeds are 

about 7.3 ms−1, 10.4 ms−1, 4.3 ms−1, and the three yaw angles are 30°, 20°, and 0°. Wind speed 

variations have little influence in wake characteristics for any yaw angle, except for the wind 

speed 4.3 ms−1 at the yaw angle of 20°. The wake deflection is higher at higher wind speeds 

and with yawed wind turbines. However, the degree of wake steering is reduced at lower wind 

speeds, resulting in increased blockage losses. At lower wind speeds, the turbulence intensity 

profiles show reduced deflection, particularly at the yaw angle of 20 degrees when the wind 

speed is 4.3 ms−1. As the flow progresses downstream, the difference in the degree of deflection 

between the profiles becomes more apparent, regardless of the yaw angle, due to the varying 

wind speeds. This wake behavior significantly affects the power generated, especially when 

the turbines are yawed. The power losses are higher for the lower wind speeds, especially for 

the yaw angle of 20° at the wind speed of 4.3 ms−1. 
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Chapter 6  

CONCLUSION 

The dissertation presents the development of a code called WIND4D, which uses Finite 

Volume Method (FVM) and Concurrent Precursor Method (CPM) for both Direct Numerical 

Simulation (DNS) and Large Eddy Simulation (LES). The study focuses on the wake 

characteristics of single-turbine and wind farms in a neutral atmospheric boundary layer. A 

Time Adaptive Actuator Disk Method (ADM) was used to simulate the turbine thrust force, 

and to model the effects of the wind turbine's vertical orientation change, yaw implementation 

was added to the solver. 

A thorough validation process was conducted to ensure that the LES solver accurately 

produces the statistics of wind turbine and wind farm wakes. The precursor domain's statistics, 

such as mean velocity profile, mean velocity gradient profile, Reynold stress profile, and SGS 

stress profile, align well with theoretical predictions and other benchmark results, be it 

experimental or numerical. The wind farm velocity deficit and turbulence intensity profiles 

exhibit good agreement with wind tunnel measures, particularly around the rotor area. Both 

utility-scale and miniature-scale wind turbine statistics, such as mean velocity deficit profiles 

and turbulence intensity, correspond well with both experimental and other validated 

simulation results. 

The distance between the lower edge of a wind turbine and the ground, known as 

ground clearance, has a significant impact on the characteristics of the wind turbine. The study 

focused on two different cases, one with a 0.25D gap (hub height 90m) and the other with a 

0.35D gap (hub height 103.5m), both of which were analyzed using the same parameters. 

When the gap is larger, the wind speed gets more accelerated due to the higher momentum flux 



83 
 

passing through the clearance, compared to when the gap is smaller. Additionally, due to the 

higher vertical kinetic energy mixing from both above and below the turbine in the wake 

region, the larger ground clearance case results in a higher turbulence intensity compared to 

the smaller one. It has been observed that the larger gap facilitates a faster wake recovery than 

the smaller gap. The results of this study provide valuable insights into the significance of 

ground clearance in wind turbine design and operation. 

The last part of the study aimed to investigate the impact of wind speed variability at 

different yaw angles on the power output and wake characteristics of a wind farm. The study 

involved nine large eddy simulations, with all the LES cases having a turbulence intensity of 

12.0% at hub height. The findings showed that wind speed variations had little impact on wake 

characteristics for any yaw angle except for the wind speed of 4.3 ms−1 at a yaw angle 20°. At 

higher wind speeds, wake deflection was higher when wind turbines were yawed, while at 

lower wind speeds, the degree of wake steering decreased, leading to increased blockage 

losses. The study also observed that the wake behavior significantly affected the power 

generated, particularly when the turbines were yawed, with power losses being higher for lower 

wind speeds, especially for the yaw angle of 20° at a wind speed of 4.3 ms−1. 

In the future, it is recommended to conduct various studies to investigate the combined 

impacts of wakes in the wind farm. For instance, studying the wind farm performance at higher 

wind speeds with varying yaw angles than the considered wind speeds in the current study 

would be beneficial. It would also be interesting to observe how wind farms behave around the 

cut-out wind speed, especially in extreme weather conditions. 
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To identify the optimal gap, a more comprehensive study with a higher-resolution grid 

is required. Additionally, future studies should explore the relationship between rotor gap, 

aerodynamic surface roughness, and atmospheric stability. Once a better understanding of the 

rotor disk gap is established, the study should expand to include arrays of turbines.  

Furthermore, all the case studies of this dissertation can be further investigated by 

modeling the wind turbine tower and the nacelle. These investigations can also be extended to 

modeling the rotation of the rotor. A further study with the actuator line method (ALM) can 

provide more insights into the near wake. 
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Figure: Time-average flow field of the wind farm validation case. 
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Figure: Instantaneous flow field of the wind farm validation case. 
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Figure: Turbulence intensity contours of the wind farm validation case. 
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