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ABSTRACT

Accurate (< 1%) direct measurement of high voltage pulse amplitudes above 10 kilovolts becomes challenging due to voltage breakdown limitations in materials, parasitic impedance effects that can distort the pulse shape, and pickup of extraneous signals resulting from electromagnetic interference effects. A piezoelectric crystal-based bulk acoustic wave sensor using lithium niobate (LiNbO$_3$) that has applications to metrology, research, and power metering was developed to overcome these measurement issues with the factors of scalability, ease of use, and compactness in mind.

A Y+36° cut LiNbO$_3$ crystal was coupled to two acoustic transducers, where direct current (DC) voltages ranging from 128–1100 V were applied transversely to the crystal. An acoustic wave was used to interrogate the crystal before, during, and after voltage application. Both single and multiple pass measurements were performed and compared to linear piezoelectric theory.
A comparison study between Y+36° and 0° X-cut LiNbO₃ was performed to evaluate the influence of crystal cut on acoustic propagation. The study was extended to applying alternating current (AC), and pulsed voltages. The measured DC data was compared to a 1-D impedance matrix model that was based on a three port circuit with voltage-induced strain effects inputted as a model parameter. An uncertainty budget was carried out for both crystal cuts and compared. Environmental effects such as pressure and temperature were also measured to determine their influence on the sensor under ambient conditions. Published literature regarding material constants, such as elastic constants and piezoelectric constants, for LiNbO₃ do not account for the influence of an electric field. In light of this, measurements of the acoustic velocities and material constants under the presence of a DC electric field were performed up to 896 V. This information was used to develop an uncertainty analysis for the determination of stress-charge form piezoelectric constants $e_{15}$ and $e_{22}$. All measured and calculated values were input into a Monte Carlo simulation to determine the error of the strain-charge form piezoelectric constants, $d_{ij}$, and how these new values can be used to predict the voltage sensor response.
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1 OVERVIEW OF HIGH VOLTAGE MEASUREMENTS

1.1 BACKGROUND

Measuring high voltage (HV), whether it is direct current (DC), alternating current (AC), or pulsed, can generally be performed using three methods: 1) measuring the spark gap between two conducting bodies (spheres, plates, etc.), 2) electrostatic voltmeters, and 3) voltage dividers. Although these HV measurement techniques exist, when the measurement requires accuracy of < 1%, the first two methods prove to be inadequate. The spark gap measurements provide, at best, an accuracy of ± 3%, excluding any environmental factors such as humidity or voltage breakdown between the conducting bodies [1]. When using electrostatic voltmeters for HV measurements, difficulty arises in calculating the electrostatic force when the electrodes are not a simple geometry. Another problem with electrostatic voltmeters is that the capacitance from the electrodes and the load inductance from the leads form a series resonant circuit that puts an upper limit on the measurable frequency [2].

A voltage divider circuit reduces the input voltage by a ratio defined by the circuit components. Typical arrangements for voltage dividers with associated equations for calculating $V_{out}$ are shown in Figure 1.1.1. In this figure, $L_1$, $R_1$, and $C_1$ define the HV arm and $L_2$, $R_2$, $C_2$ define the low voltage (LV) arm. Additional instrumentation is connected to measure the output voltage, $V_{out}$. The LV arm
and HV arm values define the voltage division ratio, which is shown with the accompanying equation for each divider type in Figure 1.1.1.

\[ V_{out} = V_{in} \left( \frac{L_2}{L_1 + L_2} \right) \quad V_{out} = V_{in} \left( \frac{R_2}{R_1 + R_2} \right) \quad V_{out} = V_{in} \left( \frac{C_1}{C_1 + C_2} \right) \]

(a) (b) (c)

Figure 1.1.1. Schematic of three types of voltage dividers a) inductive, b) resistive, c) capacitive type.

Since \( V_{out} \) does not result in the direct measurement of \( V_{in} \), device calibration is performed by comparing the device voltage output to that of a standard with a well characterized voltage division ratio. Calibration is the process that describes the conditions required to establish a relationship between values measured by an instrument or system [3]. The purpose of calibrating devices is to establish trust and reliability in a measurement such that subsequent measurements over the course of time are kept in control with respect to the environment and instrumentation used in the system. In terms of voltage dividers, calibration is important because the voltage divider ratio may drift over time, the HV or LV arm can be physically broken or have changed, or one or more connections could be
faulty. Thus, keeping a calibration record of such measurements is necessary. The standard is typically in the form of a resistor, capacitor, or a mix of these and other components. The accuracy of the standard traces to an International Standard of Units, known as the SI or metric system [3]. The type of standard used for HV measurements varies depending on these factors: 1) the type of voltage measured, 2) the accuracy desired, 3) the signal’s frequency or pulse width, 4) the associated parasitic effects of each component, and 5) the ease of implementation into the overall measurement system [4].

Sections 1.2 through 1.5 provide descriptions of select electrical and optical technologies used to measure HV. Section 1.7 below contains state-of-the-art technologies with a high degree of accuracy, and Section 1.8 discusses the use of acoustic wave-based sensors for measuring voltage. The voltage divider sections include information and past measurements of HV dividers using inductors, resistors, and capacitors as the voltage dividing elements. Each section is further subdivided by the type of voltage measured. Following the divider sections, optical methods using nonlinear optical materials and optical fibers, as well as acoustic wave sensors using piezoelectric materials are discussed. Lastly, presently used HV measurements with corresponding accuracies are described.

1.2 Inductive Voltage Dividers

Inductive voltage dividers are based on current flowing through a conductor as described by Ampere’s Law. Two inductors, $L_1$ and $L_2$ as shown in Figure
1.1.1(a), are chosen to achieve the desired voltage ratio for a defined frequency range. Since there are two inductors in the divider, two magnetic fields are generated and their respective magnetic fields can link and create coupling between the two inductors through their mutual inductance. Figure 1.1.1(a) shows a schematic of an inductive divider and the associated equation assuming no mutual inductance between the two inductors.

Inductive dividers were adopted from Blumlein’s AC resistance measurements using inductive arms in a bridge circuit [5]. Using two inductive arms, Blumlein was able to determine a precise ratio between the two inductors, which was equal to the ratio of the number of turns in each inductor. The turns ratio was used to determine an unknown impedance. Using the turns ratio method from Blumlein’s work, Gibbings and Hill were instrumental in realizing inductive dividers for low frequency resistance applications [6,7]. Hill’s first inductive divider was successful in achieving uncertainties of 5 part per million (ppm) for voltage ratios of 500:1 and 1000:1 [7].

Later, two stage inductive dividers further improved the measurement uncertainty. The invention of the two stage transformer was an improvement over single stage current transformers, which suffered from errors due to changes in frequency, secondary current magnitude, and secondary circuit impedance [8]. The idea behind a two stage transformer is that adding an additional transformer corrects for the current’s magnitude and phase. The two stage inductive divider used two inductive cores to improve measurement uncertainty.
Two stage inductive dividers are constructed by using two separate magnetic cores and two primary windings. One primary winding envelops a single magnetic core, while the other primary winding and secondary winding envelop both magnetic cores. The advantage of this configuration is a reduction in leakage current between the coils because very little current is drawn. The current magnitude drawn in a two stage configuration depends on the winding impedances and the mathematical theory that describes how the current was calculated can be found in the literature [9]. Using a two stage inductive divider with 10 decade adjustment, errors were reduced to 50 parts per billion (ppb) for the frequency range of 40 Hz-400 Hz [9]. Each decade corresponded to a different transformer ratio.

Hill and Deacon identified four independent errors that were common in these measurements: 1) different leakage inductances between the different decade section windings, 2) unequal conductor resistances, 3) internal loading in the windings themselves, 4) and core magnetic flux between decade sections were different but linked together [10]. Hill and Deacon found that these errors could be resolved by improving the inductor winding method, improving electrostatic screening and magnetic shielding, and by using either a smaller magnetic core or fewer winding turns.

To extend the work on inductive dividers to 100 kHz at 10 V, Homan and Zapf also utilized the two stage inductive divider technique. They improved the measurements by guarding each section of the divider using a coaxial cable inner conductor as the winding and the cable’s outer conductor as the guard.
This method mitigated the effects of unequal leakage inductance as well as interwinding capacitance, which scales with increasing frequency [11]. Although frequency scaling of the interwinding capacitance makes inductive divider operation at high frequencies difficult, dividers operating at frequencies up to 1 MHz with an accuracy of 30 ppm have been developed [12].

Driven by the CAT IV overvoltage protection category defined in the National Fire and Protection Association 70E standards, more recent work was performed to support higher voltages [13]. The CAT IV category includes circuits which directly connect to a power source that is used for buildings. As an example, measurements on a cable connecting the power transformer and a building qualify under CAT IV. The maximum switching voltage from channel to ground for this category is 1000 V. To improve such measurements for CAT IV circuits, researchers at the National Metrology Institute (NMI) of Australia constructed a two stage divider that operated up to 1000 V root mean square (rms) with a total operating bandwidth of 50 Hz-1 kHz [14]. The ratio error had an uncertainty of < 1 ppm across this frequency range. Because research on inductive dividers is driven by voltages and frequency range that satisfy the electrical power community, measurements of V > 1 kV have not been reported in the literature. Furthermore, inductive dividers are preferred in the power industry because their accuracy is much higher than capacitive and resistive dividers [15].

1.3 Resitive Voltage Dividers
Resistive dividers are used for all voltage measurements, but are most commonly used for DC measurements. Figure 1.1.1(b) shows a schematic of a basic resistive divider, where \( R_1 \) is a large value resistor and \( R_2 \) a smaller value resistor. Like the inductive divider, the choice of values is determined by the desired voltage division ratio. Resistive dividers differ in accuracy depending on the type of voltage measured.

1.3.1 **Resistive Voltage Dividers for Measuring DC Voltages**

For HV DC dividers, the standard resistor for the HV arm is of high impedance to prevent loading the voltage supply. The Park resistor was designed and constructed in the 1950’s and is one of the earliest standard resistors [16]. The original Park resistor design consisted of several individual resistors that were connected in series and wound helically to reduce corona effects by allowing for a uniform potential drop along the length of the divider. Each individual resistor was specifically chosen and connected to mitigate resistance changes due to temperature variation. Park resistors are constructed so that the resistors can be stacked on top of each other to create a larger series resistor in the range of several MΩ. Furthermore, electrically biased metal shields are used to enclose resistor pairs and corona rings are placed on top of each Park resistor to eliminate corona discharges [17]. The Park resistor was measured to be accurate to within 10-20 ppm across a voltage range of 50 -100 kV [18].
Recent work performed by the NMI of Australia in this area involved measuring voltages > 800 kV. The resistor module consisted of 150 serially connected 1.5 MΩ metal oxide thin film resistors encased in aluminum shields. Much like the Park resistor, the resistor chain was wound helically around a polytetrafluoroethylene post insulator [19]. This resistor was used to measure 150 kV DC voltages with a voltage error of 5 ppm and 1000 kV with an error of 100 ppm. The largest source of error in the 1000 kV measurement was from leakage current, which reduces the measured voltage value and causes voltage division ratio variability [20].

1.3.2 **Resistive Voltage Dividers for AC and Pulsed Voltages**

For frequency dependent voltages, more consideration is needed for the divider design so that the waveform can be measured without being distorted. The two largest causes of waveform distortion are stray capacitance and inductance. Distributed stray capacitance, which exists due to spacing between two adjacent conductors, such as in a wire wound resistor, leads to a nonlinear potential across the HV arm, causing the divider ratio to be frequency dependent. The stray capacitance can also lead to increased rise times and response times, which can affect measurement resolution, as the divider might not be able to respond fast enough to the signal [21]. By using lower resistances on the HV arm or placing a parallel capacitive branch across the entire divider, the amount of stray capacitance can be reduced [22].
Figure 1.3.1. A two stack 200 kV DC divider developed at Australia’s NMI. There are approximately 150 thin film resistors chained together helically for each divider stack. Individual resistors are encased in metallic tubing and the entire chain wraps around an insulating tube. Each divider stack has a nominal resistance of 220 MΩ. This photo was taken in the DC Electrical Lab at the PSL.

Alternatively, aqueous solution resistors can be used to eliminate the wire wound resistors, effectively minimizing the stray capacitance. Figure 1.3.2 shows a schematic of an aqueous solution resistor. Here, a tube made of insulating material is filled with an aqueous solution with electrodes on top and bottom. The electrode material used depends on the type of solution used.
The discussion here is limited to copper sulfate, \( \text{CuSO}_4 \), aqueous solution resistors which offer a higher solution resistivity than other aqueous solution resistors such as sodium chloride and silver nitrate without the toxicity [23]. Resistors whose values range from several \( \text{M}\Omega \) to \( \text{G}\Omega \) can be made using \( \text{CuSO}_4 \), making them suitable for HV division. \( \text{CuSO}_4 \) solution resistors have been used to divide MV level voltages with ns level rise times [24]. The accuracy of such resistors is typically not reported because the voltage division ratio is very sensitive to temperature variation. Recently, the divider ratio has been measured to vary as much as 0.04%/ °C due to temperature variation alone in a \( \text{CuSO}_4 \) resistor [24], although there are designs where the initial division ratio is determined by the ratio of a small length of the solution to the entire length, which would eliminate temperature variation. A detailed review of aqueous solution resistor applications and designs can be found in the literature [25]. For
frequency dependent dividers, compensating for just the stray capacitance and inductance is not sufficient and temperature sensitivity must also be accounted for to ensure good accuracy.

AC resistive dividers that operate from 10 Hz-100 kHz for voltages up to 240 V were studied using several high precision thin film resistors that were temperature compensated. Thirteen groups of two resistors were soldered onto a printed circuit board with a capacitor to improve impedance matching [26]. Each resistor was limited to a current input of 5 mA to reduce errors caused by resistive heating effects. Each resistive bundle was guarded by brass to reduce the capacitance between the resistors and the divider case. The brass guards only covered one of the resistors in each set. The guard was driven by a separate chain of resistors so that the guard would be equipotential to the resistors. Driving the guard reduced the effects of parasitic currents flowing onto and out of each resistor [27]. A voltage amplitude uncertainty 100 ppm was achieved using this method.

A similarly designed AC resistive divider using metallic thin film resistors was developed to operate from 50 Hz-10 kHz at voltages of 7.5 V-480 V. Here, two resistors were placed in parallel and then each parallel pair was connected in series. Instead of limiting the current in each resistor, this configuration allowed the researchers to limit the power consumed in each resistor, reducing resistive heating. This is done four times for a total buildup of 12 resistors [28]. Parasitic capacitance was reduced by placing equipotential shielding rings in between
each set of series and parallel resistors. An error of up to 25 ppm was measured for all the measurements in the aforementioned study.

A divider was constructed to measure both DC and AC voltages up to 10 kHz so that a single divider has the flexibility of measuring two types of voltage inputs [29]. The HV arm was constructed with 10 Ohmically large thin film resistors with low temperature coefficients that were placed between two circular electrodes that acted as protection from corona discharge. The LV arm consisted of a single 100 kΩ resistor. Voltages ranging from 200 V–1 kV were applied to individual resistors used in the HV arm and a 9.6 ppm error over that voltage range was measured when compared to a resistive standard that had an error of 3 ppm. Voltages from 4 kV–20 kV were then applied to the divider, where an error < 24 ppm was measured across this voltage range.

To use this divider for AC voltages, a capacitance between the individual resistor electrodes was measured and the time constant, $\tau = RC$, of the HV arm was matched to the LV arm. The time constant, $\tau$, defines the amount of time taken for the capacitor to discharge to $e^{-1}$ (or ~ 37%) of its original value. Furthermore, the inverse of $\tau$ can be used as a good estimate of the cutoff frequency, or the point in frequency where the power through the system is reduced.

The AC divider was tested using a 10 kHz waveform of unknown voltage to observe the effects of the divider ratio on frequency. An individual resistor from the HV arm was separately measured against a 0.01% resistive standard to show that an AC voltage of up to 1 kV at 10 kHz did not affect the resistor value. However, the study did not include AC voltage application beyond the component
level. A spline interpolation of the 10 kHz waveform results was used to estimate that the divider ratio error was < 0.15% up to 10 kHz [29].

A common theme in the previously mentioned resistive dividers is that they are comprised of several individual resistors. A detailed study on individual resistors and their reliability under HV conditions was performed in 2000 [30]. Three commonly used resistor types: metallic thin film, carbon film, and carbon composite resistors were compared. The resistors were subjected to pulsed voltages which produced voltage amplitudes of 15-35 kV with pulse durations of 2.5 μs. From the results, the resistance of the metallic thin film, carbon film, and carbon composite changed in resistance 5%, 150-250%, and 40-60%, respectively [30]. The carbon film resistors were found to handle the most pulsed power versus power rating, while the carbon composite resistors static resistance was most affected by pulsed voltage.

The limit of how high a voltage can be measured using resistive dividers is largely dictated by the voltage division ratio stability and instrumentation used to measure the voltage potential across the LV arm. As previously discussed, stray capacitance, stray inductance, leakage currents, etc. will affect the voltage stability ratio. For high frequency AC and pulsed voltages, commercial HV digitizers can typically handle up to 150 V at the expense of resolution. For low frequency (< 10 kHz) and moderate voltage levels (< 1200 V) a high precision digital multimeter with ppm level accuracy can be used to perform the measurements.
1.4 **CAPACITIVE VOLTAGE DIVIDERS**

To capture the transient features of a pulse voltage waveform properly, both high frequency (> 1 MHz) and HV (> 10 kV) need to be factored into the design of an accurate divider. Purely capacitive dividers can be used to satisfy both requirements. A generic capacitive divider setup is shown in Figure 1.1.1(c). The equation that describes a capacitive divider differs from a resistive or inductive divider because capacitors are summed by the inverse of the individual capacitances when capacitors are connected in series. Capacitive dividers can be categorized into two different types: 1) coaxial capacitive dividers and 2) series capacitive dividers. Stray inductance is the primary deterrent to using capacitive dividers, as it leads to nonlinearity in their high-frequency response. Since inductance is inversely proportional to length, it cannot be ignored when designing coaxial capacitive dividers. Literature findings have recommended that the upper frequency limit of the divider must be 1% of the natural frequency of the divider’s equivalent circuit model. The natural frequency can be calculated from the stray inductance and capacitance [31].

Capacitive dividers were initially designed using a coaxial geometry [32]. Three terminal capacitive dividers with capacitors in a coaxial geometry were constructed with guard rings to eliminate fringing electric fields that occur at the conductor edges. This type of design measured up to 350 kV and had a temperature deviation of 0.01%/ °C with a cutoff frequency of 8 MHz [33,34]. More recent work has used coaxial capacitive dividers with an integrator to measure both the diode voltage and charging voltage of a pulse forming network.
for an 80 ns repetitive electron beam accelerator at 530 kV and 560 kV, respectively to within 10% error [35]. The frequency response of coaxial capacitive dividers is ultimately limited by the resistance of the dielectric material used, since the material attenuates the signal as the frequency increases.

To avoid using dielectric material, capacitive dividers can be constructed with just two conductive parallel plates separated by a gap. Early work in high precision purely capacitive dividers at 60 Hz identified many of the problems and provided possible solutions [22]. The central issue that arises is that the divider must be connected to a pulse forming network whose leads have inductance. Since the circuit impedance is frequency dependent, higher frequencies cause the divider to be treated like a transmission line and not just a lumped element circuit. As a result, multiple reflections due to impedance mismatch will form a travelling wave in the circuit [33]. One way to circumvent this problem is by uniformly distributing a damping resistor along the HV arm much like in an AC resistive divider.

To eliminate the stray ground capacitances and distributed series resistance, a compressed gas capacitor can be used for the HV arm. This concept is based on Paschen’s Law, which states that the electrical breakdown in an ideal gas can be determined by the gap distance between the electrodes and the pressure of the ideal gas [2]. For a gas capacitive divider, a homogeneous electric field is assumed. This configuration has improved linearity, little to no influence from the environment, small loading effects on the circuit, and can operate beyond 1 MV and has an upper frequency limit of close to 40 MHz [22].
Because capacitance depends on geometry in addition to material properties, very high bandwidth dividers can be created using wires and thin plates. Electric potentials in plasmas have been measured at frequencies 1 kHz-100 MHz by using a glass coated platinum wire tip as the dielectric and inner electrode, and the measured plasma as the outer electrode [36]. A very simplified plate capacitive divider embedded in a test chamber consisting of a thin aluminum foil separated from ground by a 125 μm thick sheet of Kapton was developed to measure rise times of 0.5 ns, which is important for use in measuring pulse outputs from ultrawideband radiation sources [37].

Designing the HV and LV arm of an impulse capacitive voltage divider requires great care in the design considerations. LV arm design is of greater concern because this arm is connected to the measurement instrument, so impedance matching to the instrument input (50 Ω or > 1 MΩ impedance) is of critical importance. The design of the LV arm was addressed by Jayaram \textit{et al.} and Malewski \textit{et al.} to improve the impedance matching problem [38,39].

Individual capacitors under HV conditions have been tested to the point of failure. Different values between 4.5 pF and 8200 pF were tested with ramped voltages between 600 V and 3 kV. The types of capacitors tested included film capacitors, ceramic capacitors, and molded Mylar tube capacitors. The set up was constructed such that a time dependent voltage was applied to the capacitor causing it to charge in a controlled manner. The current output was monitored and an abrupt change signaled capacitor failure. Research showed that all three types of capacitors withstood DC voltages of at least 10-16 times the rated
operating voltage for about 1 minute, and the energy stored in the capacitors for a short time was 50-250 times greater than the stated energy storage [40]. Resistive and capacitive dividers are commercially available from several vendors including Ross Engineering, Pearson Electronics, Ohm Labs, High Voltage Inc., and Haefely, among others. Although there are off the shelf versions, improved accuracy and higher voltage requirements generally leads to custom designs. High quality individual resistors and capacitors can be purchased from companies such as Vishay, Caddock, and Cooper Industries.

1.5 **ALTERNATIVE HV MEASUREMENT METHODS**

Resistive, inductive, and capacitive dividers have inherent bandwidth limitations, load the pulse forming network differently, can be large in size and cumbersome, and also suffer from electromagnetic interference. An alternative to the above methods is to perform the measurements either optically or acoustically. Optical and acoustic methods can potentially handle higher bandwidths, can have a small form factor, and can have minimal impedance loading on the pulse forming network than the traditional voltage divider.

1.6 **OPTICAL METHODS FOR MEASURING HV**

To increase the bandwidth and eliminate electromagnetic interference from measuring HV signals, optical methods were researched before the laser was first realized. The earliest optical voltage measurements employed the Pockels effect, which is an electro-optic effect that involves inducing birefringence in a
material that is linearly proportional to the applied voltage [41]. Similar to the Pockels effect is the Kerr effect, in which induced birefringence in a substance is proportional to the square of the applied voltage. The strength of induced birefringence in a substance is described by its Kerr constant, a proportionality factor that relates the change in index of refraction to the square of the voltage. For both the Kerr and Pockels effect, induced birefringence can be related to a phase difference between an input and output light intensity generated from applying a voltage to the optical substance and the light propagating through that material. There are many detection schemes to measure the phase. This is discussed thoroughly in the literature [42,43].

Early work in this area spawned from research on solar polarization filters and fast optical shutters for photography [44,45]. The earliest results utilized the Pockels effect to measure DC voltages up to 5 kV [46]. Early pulsed voltage measurements were performed using nitrobenzene, which has a relatively high Kerr constant for liquids, a high dielectric breakdown strength of 45-150 kV/cm (depending on purity), flat transmission spectrum for visible wavelengths (~400-700 nm), and a frequency independent dielectric constant up to 1 GHz [47,48]. Two drawbacks to using nitrobenzene are that it is inherently carcinogenic and explosive. Furthermore, since the Kerr effect is a function of the voltage (or electric field) squared, it is difficult to readily determine the electric field direction [49]. In the case of the Pockels effect, the electric field direction is defined, since the phase difference has a linear dependence with electric field. In the case of the Kerr effect, the square of the electric field is proportional to the phase, which
masks the quadratic dependence of the field to the phase. The direction of the electric field can be important when trying to establish the molecular polarizability of the Kerr gas. Pockels effect-based voltage sensors can be constructed using both integrated optical waveguide and bulk crystal configurations. Bulk materials, in the form of crystals, are chosen based off the strength of their nonlinear optical properties and transmission wavelength. Materials used as optical voltage sensing elements include quartz, LiNbO$_3$, and bismuth germanate [50-52]. Although bulk crystals can handle large voltages, they are free space optical systems which make alignment difficult to maintain as they are susceptible to mechanical vibration and shock. An integrated Pockels cell sensor has the advantage of being relatively compact and is less susceptible to mechanical vibration. However, because of the lower half wave voltage due to the small crystal thickness, voltage measurements above a few kV were not possible with the integrated voltage sensor. Presently, this technology utilizes two different lasers to interrogate a LiNbO$_3$ crystal, and uses the power output differences between the two lasers to map measured voltages of up to a few hundred kV [53].

Fiber optic based systems have also been studied by Bohnert et al. to overcome alignment difficulties with free space optical systems [54]. These systems are based on sensing intensity changes of light that is sent through a dual mode fiber wound around a piezoelectric crystal. Specifically, the voltage was applied across a quartz cylinder, inducing a strain in the material. This strain in the material was sensed by the wound fiber, which changed the light intensity as the light
propagated in the fiber. The induced strain in the quartz can be explained by the inverse piezoelectric effect, in which a mechanical displacement is generated by an applied electric field [55]. The test system was able to measure up to 420 kV ± 54 kV at 60 Hz, which is a common frequency used in electrical power. Voltages with frequencies up to 11 kHz were measurable before the piezoelectric resonance of the quartz crystal affected the response [56]. The stability was found to be less than 0.2% for a 14.4 kV rms voltage at 70 Hz. The minimum detectable voltage was found to be 2 V rms at 70 Hz. At 242.5 kV rms (the rms voltage of 420 kV), the minimum detectable limit was extrapolated to be 7.7 V rms at 60 Hz [57]. Such systems, which are commercially available, require that the sensing fiber affixed to the quartz and the receiver fiber in the detection system must have equal path differences to obtain a good signal [58]. This constraint makes fabrication complicated.

1.7 STATE-OF-THE-ART TECHNOLOGIES FOR MEASURING VOLTAGE

At present, a resistive divider is used to measure HV DC with the lowest measurement uncertainty. In particular, the dividers developed by Australia’s NMI consist of 150 kV modules used as the HV arm in a resistive divider system. The DC electrical project group within the Primary Standards Laboratory (PSL) located at Sandia National Laboratories (SNL) presently uses these resistor modules as the primary standards to calibrate DC measurement devices at voltages up to 200 kV. The measurement uncertainty for such measurements is 100 ppm [20].
To measure HV pulses, different optical methods, resistive dividers, and capacitive dividers and are employed commercially and academically. The best traceable pulse HV measurements using capacitive and resistive dividers can be performed to an uncertainty of 1% [59]. This uncertainty increases to 4-6% due to positional, cable, instrumentation limitations, and terminator sensitivities.

![Figure 1.7.1. NIST-N1 resistor connected to brass supports within HV test tank. The N1 resistor is connected to two other resistors. This photo was taken in the AC Electrical laboratory at the PSL.](image)

The measurement artifact used to calibrate devices to perform such measurements is the NIST-N1 voltage divider reference developed at the National Institute of Standards and Technology (NIST), which has an overall uncertainty of 0.5% [60]. This resistive device was characterized using a Kerr cell and DC resistance measurements. It provides a constant 5250:1 voltage division ratio from DC to 10 MHz with an operating range from 10 kV to 180 kV. The
divider is on permanent loan from NIST to the AC project Laboratory as NIST no longer performs such calibrations. There currently exists one version of this resistive divider in the world and no replacements are available. For pulsed voltage calibration the NIST-N1 artifact is the largest contributor to the measurement uncertainty. Table 1.7.1 shows the time-of-measurement uncertainty analysis for the pulsed HV divider used at the PSL.

Table 1.7.1: Uncertainty analysis for the calibration of a resistive divider at the PSL. The expanded uncertainty (k=2) is based on a 95% confidence interval.

<table>
<thead>
<tr>
<th>Instrumentation</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agilent L4534A-4 Channel Digitizer</td>
<td>0.004% (k=1)</td>
</tr>
<tr>
<td>NIST-N1 (5250:1, 10 kV–180 kV)</td>
<td>0.27% (k=1)</td>
</tr>
<tr>
<td>10 MHz Timebase</td>
<td>1x10^{-11}% (k=1)</td>
</tr>
<tr>
<td>Capacitor Standards</td>
<td>0.017% (k=1)</td>
</tr>
<tr>
<td>Connections</td>
<td>0.034% (k=1)</td>
</tr>
<tr>
<td>Repeatability</td>
<td>0.11% (k=1)</td>
</tr>
<tr>
<td>Combined Uncertainty</td>
<td>0.29% (k=1)</td>
</tr>
<tr>
<td>Expanded Uncertainty</td>
<td>0.59% (k=2)</td>
</tr>
</tbody>
</table>

The NIST-N1 artifact uncertainty accounts for 93% of the combined uncertainty. Because of this large contribution of error on the measurement, there exists a need for a new method of measuring HV non-DC measurements while improving the measurement uncertainty. Ideally, a primary standard would rely on physical properties that can be realized anywhere, and not rely on comparison to an artifact [61]. The work in this dissertation utilizes the benefits of acoustic waves with the piezoelectric effect in materials that are scalable to measure DC, AC, and pulsed voltages from 10 kV to 300 kV. Improved measurements would enhance the International Electrotechnical Commission (IEC) standard for high-
voltage reference measurement systems, which is used in areas such as: materials testing, power metering, pulse generator characterization, etc. This dissertation seeks to answer the question of whether or not a more accurate direct measurement HV sensor can be developed that relies on fundamental constants of a material and not an artifact.

Outside of using electrical or optical techniques to measure voltages, one can use acoustic wave-s. Acoustic wave sensing offers three advantages over lasers: 1) longitudinal acoustic waves are not polarization dependent, so alignment is not critical, 2) acoustic waves are not susceptible to low frequency vibrations, and 3) the cost of developing and maintaining an acoustic wave based system is generally lower [55,62,63].

1.8 ACOUSTIC SENSORS FOR HV APPLICATION

Acoustic sensors operate by utilizing a mechanical, or acoustic, wave as the sensing mechanism. In the context of this dissertation, the mechanical motion is created by vibrations of a crystal lattice. The two types of vibrations considered in this dissertation are compressional or longitudinal wave vibrations, and transverse or shear wave vibrations.

Acoustic wave sensors use piezoelectric material to generate the acoustic wave. Piezoelectricity, which was discovered in 1880 by the Curie brothers, describes the buildup of electrical charge in asymmetric solid materials, such as crystals and some ceramics, in response to an applied mechanical stress [64].
This relationship between mechanical stress and strain and electric field is represented by the linear piezoelectric constitutive equations

\[ S_i = s_{ij} T_j + d_{mi} E_m \] (1.8.1)

and

\[ D_m = d_{mi} T_i + \varepsilon_{ik}^T E_k \] (1.8.2)

where the subscripts \( i, j \) have values from 1 to 6 and \( k, l, m \) from 1 to 3. The variables are defined as follows: \( S \) is the strain, \( s \) is the stiffness, \( T \) is the stress, \( d \) is the piezoelectric constant, \( \varepsilon \) is the electrical permittivity, \( E \) is the electric field, and \( D \) is the displacement flux density. The superscripts denote the presence of constant stress or constant electric field [65]. Physically, equation 1.8.1 describes the total strain generated by the contributions of mechanical strain from Hooke’s law and piezoelectric strain due to electric field biasing. Equation 1.8.2 defines the displacement field, which is determined by the piezoelectric polarization due to stress in the material and the relationship between the displacement field and electric field via the material’s electric permittivity.

Longitudinal wave and shear wave vibration in LiNbO\(_3\) are the two primary modes of acoustic propagation. Longitudinal waves are described by having displacement of the medium in the same direction as the direction the wave is traveling. Shear waves are described as displacement of the medium that is orthogonal to the direction of wave propagation. The propagation velocities associated with both vibrations is dependent on the material properties of
LiNbO₃. Preference of wave application depends upon the application. For this dissertation both shear wave and longitudinal wave propagation were studied.

1.9 **Crystal Orientation Terminology and Notation**

In crystallography, the crystal properties are described by their natural coordinate system, which is dictated by the crystal itself. The axes of this system are denoted by a, b, and c, and are the edges of the unit cell. The unit cell for LiNbO₃ is a primitive unit cell, where the crystal lattice points lie on the unit cell corners only. Due to crystal symmetry, there are 7 crystal systems— isotropic, cubic, orthorhombic, hexagonal, tetragonal, and trigonal, with each system divided into classes according to their symmetry. LiNbO₃ falls into the trigonal system and class 3m, which means there is exists three-fold symmetry about its c axis, or propagation axis [66,67]. The trigonal system lacks inversion symmetry, and this crystallographic property allows for the crystal to exhibit ferroelectricity, the Pockels effect, piezoelectric effect, photoelasticity, and nonlinear optical polarizability [68]. Industry practice states that the crystal cut, which designed as x-cut, y-cut, or z-cut, correspond to, respectively, the x, y, and z axis axes being normal to the large area surfaces. A second letter is added to the plate orientation description, indicating the direction of longest dimension of the plate or bar [69]. For example, an xy-cut crystal is an x-cut crystal with its longest dimension parallel to the y-axis.

The coefficients in the material constant matrices for LiNbO₃ are also dictated by the crystal symmetry. Lithium niobate has 6 unique elastic coefficients, 4 unique piezoelectric coefficients, and 2 unique dielectric coefficients. The subscripts in
equation 1.8.1 and 1.8.2, where the subscripts $i, j$ have values from 1 to 6 and $k, l, m$ from 1 to 3, all have a correspondence to the x,y, and z crystal axes.

Table 1.9.1: Table that relates corresponding crystal axis to indices used in equation 1.8.1 and 1.8.2 and throughout this dissertation.

<table>
<thead>
<tr>
<th>Index</th>
<th>Corresponding Crystal Axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>x,x</td>
</tr>
<tr>
<td>2</td>
<td>y,y</td>
</tr>
<tr>
<td>3</td>
<td>z,z</td>
</tr>
<tr>
<td>4</td>
<td>y,z or z,y (shear)</td>
</tr>
<tr>
<td>5</td>
<td>z,x or x,z (shear)</td>
</tr>
<tr>
<td>6</td>
<td>x,y or y,x (shear)</td>
</tr>
</tbody>
</table>

Due to the anisotropy of LiNbO$_3$, it is important to track the elastic and piezoelectric constants with respect to the crystal orientation. Because several crystal cuts were used in this dissertation, a tracking method had to be established. This tracking method is accomplished using the 6 x 6 Bond transformation matrix [55]. Appendix A2 displays the mathematical steps taken to perform these calculations in more detail, and a thorough treatment can be found in the original Bond article.

1.10 **Surface Acoustic Wave Sensors used for HV Measurements**

Surface acoustic wave (SAW) devices utilize the piezoelectric effect to generate acoustic waves on the surface of a material as a means of detecting physical phenomena. This configuration is commonly used for band pass filters, resonators, and environmental sensors in commercial and research laboratory settings [70-73]. A SAW device involves sending an electrical signal across the surface of a piezoelectric substrate using one or more interdigital transducers (IDTs). The IDTs are designed to generate an acoustic wave at the frequency
defined by the spacing between each transducer finger. Strain produced in the material causes a length change in either direction depending on the crystal and its orientation. The material changes can be detected as either a time or frequency shift of the propagating acoustic wave. The substrate surface between the input and output IDT, as shown in Figure 1.10.1 is often perturbed by voltage, biological or chemical agents, mass, or other physical phenomena. These perturbations generate length changes of the substrate material, leading to changes in the acoustic wave velocity.

Figure 1.10.1: Generic SAW delay line sensor layout. The sensor output signal is determined by the substrate, IDT configuration, and the perturbation to the delay line.

SAW sensor configurations using various piezoelectric crystals and cuts were implemented to detect voltages in the range of 1 V-7 kV [74-77]. Materials used in the past include LiNbO₃, bismuth germanate, quartz, and lead zirconate titanate (PZT) [76,78,79]. The limitation of this work was the substrates used were less than a millimeter thick; the breakdown voltage of the crystal was easily exceeded when measuring voltages larger than 10 kV. As an example, measuring 200 kV with LiNbO₃ would require a material thickness of 10 mm, as opposed to the 0.5 mm substrate thickness used in Joshi’s work [74].
Double SAW sensors can also be used in a HV sensor system. The advantage of using a double SAW sensor is utilize one oscillator as a reference sensor and the other oscillator as the voltage sensing unit [80]. Using this configuration, both oscillator frequencies are tracked with respect to temperature such that the frequency difference between each oscillator is temperature independent [81].

1.11 BULK ACOUSTIC WAVE SENSORS

Bulk acoustic wave (BAW) sensors differ with respect to SAW sensors in that the acoustic wave propagates within the crystal body and not on the surface of the substrate as observed in the SAW configuration [82]. BAW sensors are excited to generate shear waves as well as longitudinal waves. The electroded region also plays a role in restricting the vibrating area [83]. These types of sensors are commonly used as shear thickness mode devices, which is what is shown in Figure 1.11.1. Such devices are used to detecting mass deposited onto a crystal surface as well as liquids [65,84].

The BAW configuration is more commonly used in wireless applications for RF filter and resonator applications since they are easier to integrate with silicon chip fabrication [85]. Furthermore, they have better power handling capabilities, less sensitive to surface contamination than SAW devices, and better electric field containment between electrodes than SAW devices [86].
Figure 1.11.1: Schematic of a thickness shear mode bulk acoustic wave device. As DC voltage is applied in the thickness direction, a static shear wave is created in the bulk crystal. Electrodes can also be placed on the top of the material.

1.12 **MATERIAL CHOICE FOR BULK HV SENSOR**

Table 1.12.1 describes characteristics of some commonly used piezoelectric materials in acoustic-based sensors. Lithium niobate was chosen as the material for the HV sensor presented in this dissertation. LiNbO$_3$ has relatively large piezoelectric constants and can be grown to large thicknesses so that voltages well above 10 kV can be tested and corrected for temperature. This material also has a large bandwidth, as evidenced by its use in optical modulators [87]. In the frequency regime used in this dissertation, the relationship between dielectric permittivity and frequency is constant [88].

<table>
<thead>
<tr>
<th>Bulk Material</th>
<th>Relative Electrical Permittivity (unitless)</th>
<th>Piezoelectric Constants (10$^{-12}$ C/N)</th>
<th>Electrical Breakdown Voltage (V/mm)</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quartz</td>
<td>4.52-4.68</td>
<td>-0.67 to 4.6</td>
<td>100,000</td>
<td>Hard to grow large samples without damage, weak piezo constant</td>
</tr>
<tr>
<td>Zinc Oxide</td>
<td>9.16-12.64</td>
<td>-11.34 to 11.67</td>
<td>25,000-40,000</td>
<td>Cannot grow thick samples without damage</td>
</tr>
</tbody>
</table>

Table 1.12.1: Select piezoelectric materials commonly used in acoustic wave sensors.
<table>
<thead>
<tr>
<th>Material</th>
<th>B.V.</th>
<th>Temperature</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>PZT</td>
<td>1,700-1,730</td>
<td>-171 to 584</td>
<td>8,000-16,000</td>
</tr>
<tr>
<td>Lithium Niobate</td>
<td>30 to 84</td>
<td>-1 to 68</td>
<td>20,000</td>
</tr>
<tr>
<td>Bismuth Germanate</td>
<td>16</td>
<td>0.87</td>
<td>2,000</td>
</tr>
</tbody>
</table>

The electrical voltage breakdown for LiNbO₃ is ~20 kV/mm, which makes it suitable for measuring voltages in the 100's of kilovolts with commercially available crystal thicknesses [89].

The remainder of this dissertation is organized as follows. Chapter 2 discusses the theory of operation of for bulk acoustic wave voltage sensors using the piezoelectric crystal LiNbO₃ [90]. Chapter 3 presents a comparison study between two crystal cuts of LiNbO₃ to determine how crystal cut influences the sensor response [91]. Chapter 4 details how ambient environmental conditions of pressure and temperature influence the sensor response. Chapter 5 discusses voltage dependent velocity and material constant measurements and how the results can be used to predict the sensor response. Conclusions and recommendation for future work are summarized in Chapter 6.

## 2 OPERATIONAL CHARACTERISTICS AND THEORY OF BULK ACOUSTIC WAVE SENSOR

### 2.1 INTRODUCTION

The information presented in this chapter discusses the use of LiNbO₃ as a time-of-flight sensing element to measure the acoustic wave delay as a function of applied voltage. The experimental setup, configuration of the sensor, and preliminary data is discussed for a bulk Y+36°-cut LiNbO₃ crystal and its response to DC voltages up to 1100 V.
2.2 **Acoustic Transducers**

Both transmitting and receiving acoustic transducers (Olympus NDT) are used in this experiment. Acoustic transducers contain either a piezo-ceramic or piezoelectric material, which expands or contracts when an electric field is applied. Depending on the sample’s orientation, the expansion or contraction generates a compressional or shear wave. For the measurements described in chapters 2 and 3, a longitudinal wave transducer was used. The measurements described in chapter 5 include the utilization of a shear wave transducer. The energy of the pulse applied to the transducer was between 1 µJ–4 µJ at a rate of 150 Hz. The repetition rate was controlled by the signal generator that externally triggered the pulse/receiver (PR) unit. The acoustic wave damping setting varied between 50 Ω and 150 Ω, and both 3 mm element size transducers are of the same make and model and operate at 10 MHz with a 5 MHz bandwidth at -6 dB. Glycerin is used to provide better impedance matching between the transducer face and the crystal as opposed to just the transducer face and the crystal separated by air.

2.3 **Time Interval Counter**

The time interval counter (TIC) is utilized throughout this dissertation as the main apparatus used to measure acoustic propagation time as a function of voltage in LiNbO$_3$. A stable quartz oscillator defines the spacing of the clock frequency for the TIC, which varies from 0.1 Hz to 100 MHz. In our experiment, this quartz oscillator is phase locked to an external house oscillator. The external 10 MHz
timebase has a time stability of 1 ppb. The main gate, which is generated by an externally synced signal generator, dictates the beginning and end of the time interval. Start and stop inputs are used as amplitude level indicators for the counter so that it can begin counting pulses. The trigger levels for the TIC used in this experiment were set with respect to the amplitude levels of the electrical bang of the transducer and the mechanical wave response that corresponded to the appropriate acoustic propagation mode. The “start” signal of the gate is synchronized to the output of the acoustic wave transducer, and the “stop” signal is generated after the acoustic wave has passed through the crystal once. The signal generator gated the amount of time between the start and stop signal. The resolution of the start and stop triggers was 10 mV ± 0.5% of the setting. No prior knowledge of the acoustic velocity of the mode and subsequent acoustic propagation time through the crystal leads to the TIC detecting noise or unwanted signals subsequently producing inaccurate measurements. Typical propagation times measured by the TIC in this dissertation were between 2 and 3 μs.

2.4 Sensor Configuration

Commercially available LiNbO$_3$ is utilized to produce a bulk acoustic wave (BAW) sensor for measuring HV for AC, DC, and pulsed voltage applications. The data presented in this chapter takes advantage of this piezoelectric property by allowing the crystal to be utilized as a time-of-flight sensing element to measure the acoustic wave delay as a function of applied voltage. A 36° Y-X cut LiNbO$_3$
(Boston Piezo-Optics) was selected to measure DC voltages up to 1,100 V directly, without a voltage divider or electrostatic meter. To avoid complexity, the crystal cut was chosen such that a single acoustic mode propagates in the crystal, while other modes are too small to really interfere.

The LiNbO₃ crystal used in this work had dimensions of 15.0 mm × 5.0 mm × 5.0 mm with gold electrodes that had a cross sectional area of 25 mm² and thickness of 0.35 μm. The electrodes were positioned in the middle of the crystal on two opposing sides in the Y-Z plane. The electrodes were placed 5 mm from the stainless steel casing of either transducer for electrical isolation. Figure 2.4.1 shows a schematic of the Y+36° cut crystal used in the shear wave voltage sensor measurements.

![Figure 2.4.1: Y+36° cut crystal schematic used for shear wave measurements. The region on the top and bottom of the figure (not shown), indicated by gold color designates the electrodes. The dimensions of the crystal are 15.0 mm × 5.0 mm × 5.0 mm with gold electrodes of a nominal 5 mm × 5 mm × 0.35 μm in the middle of the crystal on two opposing sides in the Y-Z plane.](image)

The crystal was enclosed in a non-conductive Delrin fixture with nominal dimensions 30 mm × 24 mm × 20 mm. The fixture held the crystal and two
threaded voltage connector sleeves were used to apply the voltage. Figure 2.4.2 shows the fixture used and a schematic of the experimental setup. Two acoustic transducers mounted directly onto the fixture were used for transmitting and receiving an acoustic wave through the crystal. The transmitting transducer was screwed into one side of the fixture and the receiving transducer was clamped to the other side using a spring and backing plate. The excited transducer acoustic wave propagates through the crystal and is monitored before, during, and after the HV was applied by a receiving transducer. A 1 V, 1 kHz pulse from a signal generator (Agilent 33250A) was used to externally trigger a pulser/receiver unit (Olympus NDT 5073PR) that controlled the transducers. The pulser/receiver system output was monitored by a TIC (Stanford Research Systems 620) that utilized an external 10 MHz signal as its time reference. The signal generator was also used to act as the timing gate for the measured signal. Figure 2.4.3 shows a representative oscilloscope trace of an acoustic response observed in these experiments where the timing gate is defined by the blue square pulse. Although Glycerin couplant was used for reducing the acoustic impedance mismatch between the transducer elements and crystal face, small reflections were still present outside the timing gate. These additional signals are reflections between the transducer face/glycerin interface, and glycerin/LiNbO₃ interfaces. The PR unit was used to transmit and receive the acoustic wave and the TIC was used to collect the receiving transducer signal. For these initial measurements the nominal propagation time for the acoustic wave for this crystal orientation was 2.79 µs.
For the voltage measurements, a multicalibrator system (Fluke 5700EP) was used as the voltage source. A computer automated procedure was developed for data collection. A baseline measurement was performed for 30 seconds in the absence of an applied voltage before and after the 30 second voltage measurements. This process was repeated for 12 cycles at each voltage.

Figure 2.4.2: (a) Crystal fixture for LiNbO₃ crystal with mounted transducers. (b) Experimental setup with integrated HV sensor. The rectangle outlined in red represents the LiNbO₃ crystal. The black solid boxes represent the transmitting and receiving acoustic transducers.
2.4.3: Time dependent voltage transducer response output making a single propagation through the 15 mm LiNbO₃ crystal. The pulse designated in blue is the timing gate which defines the propagation time measured by the TIC.

2.5 EXPERIMENTAL DATA ON SINGLE AND MULTIPLE PASS MEASUREMENTS

Figure 2.6.1(a) shows the DC voltage results for applied voltages between 128 V-1,100 V at steps of 128 V compared with calculated values from equation 1.9.1 in chapter 1. A linear relationship between the applied voltage and the acoustic time delay is in good agreement without the need for temperature compensation or any additional signal processing. The data from Figure 2.6.1(a) ranged from -2.6 to -17.2 ps. The error bars represent the combined standard deviation of the mean for 10 measurements at the stated applied voltage. The standard deviation ranged from 2 to 6 ps. To increase the sensor’s signal-to-noise ratio (SNR), all acoustic pulses prior to the 5th pass acoustic wave were gated out. Figure 2.6.1(b) shows that a voltage dependent increase in SNR is observed when monitoring the 5th pass acoustic wave versus that of a single pass. It was
observed that the response was 5.1 times the single pass response. Subsequent passes (7th and above) required significant amplification that reduced the SNR. The data for the calculated values was determined by using the calculations from equation 3 using $d_{21} = -2.48 \times 10^{-11}$ m/V. This particular coefficient corresponds to compressive strain. The $d_{21}$ term is found by using the material data from Kovacs et al. and using the Bond transformation matrix formulation found according to Auld with Euler angles (90°, 90°, 36°) [55,92,93]. The time delay due to the voltage strain is calculated after inferring the change in crystal length, $\Delta L$, from the applied voltage and $d_{21}$ term.

2.6 DISCUSSION ON BAW VOLTAGE SENSOR

Due to the strong electric fields in this work ($2.56 \times 10^4$ V/m to $2.20 \times 10^6$ V/m) nonlinearities are expected to be present in the data [94]. The reported data deviated slightly from the linear theory described in 1.8. The slight deviation from linear theory can be attributed to using the empirically calculated $d_{21}$ value to calculate the time delay. Data reported in the literature has observed even larger differences in the measured versus empirically calculated piezoelectric constant [78].

Since the crystal is 15 mm thick, the nonlinearity could be possibly dampened by the time the acoustic wave has propagated the full distance through the crystal. The sensitivity of the 1st pass and 5th pass data obtained in our measurements was 17 fs/V and 87 fs/V, respectively.
Figure 2.6.1: (a) Voltage induced shift vs. voltage applied to the crystal for measured values from a single pass acoustic wave and theoretically calculated values using linear piezoelectric theory. (b) Measured values from an acoustic wave making five passes in the crystal. The increase in voltage induced shift is 4-5 times, depending on voltage.

2.7 CONCLUSIONS ON BAW VOLTAGE SENSOR

In summary, DC voltages were measured using a compact piezoelectric voltage sensor by monitoring acoustic wave propagation time changes with applied
voltage in bulk LiNbO$_3$. It was shown that the measured crystal responses are linear but do not align well with linear piezoelectric theory. Multiple pass measurements were also performed and an increased sensitivity was achieved. The increased sensitivity from multiple pass measurements scaled linearly compared to single pass measurements.
3 COMPARATIVE STUDY OF 0° X-CUT AND Y+36°-CUT LINBO₃ HIGH-VOLTAGE SENSING

3.1 INTRODUCTION

This chapter extends the BAW sensor’s capabilities to measure DC, AC, and pulsed voltage signals. The results from two different LiNbO₃ crystal orientations were compared to determine the role of acoustic mode propagation on sensor performance. A 1-D impedance matrix method was utilized to compare with the DC measurements based on calculating the strain as the input to the model. The 1-D impedance method is based on a three port circuit—two acoustic ports that sandwich an electrical port [95]. The electrical port was comprised of multiple impedance layers. Voltage-induced strain effects were implemented in the model by adding an incremental length $\Delta L$ to the nominal crystal length. The incremental length was calculated using a simplified version of the piezoelectric constitutive relationship that relates total strain of the crystal to the strain generated by an applied electric field:

$$S = \frac{\Delta L}{L} = d_{ij} E_i$$  \hspace{1cm} (3.1.1)

where $d_{ij}$ is the linear piezoelectric strain coefficient, $E_i$ is the electric field, $\Delta L$ is the incremental change in length due to strain generation, and $L$ is the nominal crystal length. Due to the rectangular crystal geometry and electrode positions, equation 3.1.1 was used to relate the total strain to the applied voltage using the relationship $V=EL$. The $\Delta L$ was determined for DC voltages ranging from 256–
1,100 V for both crystal cuts. The \( d_{ij} \) terms contributing to \( \Delta L \) depended on the acoustic wave propagation and applied voltage, \( V \), directions:

\[
\Delta L = d_{ij} V
\]  

(3.1.2)

### 3.2 Christoffel’s Equation

The Christoffel equation describes anisotropic elastic waves in classical elastic theory. The solutions of this equation show differences in acoustic propagation with respect to different electrical polarizations. The complexity of the solutions depends upon the crystal class. Lithium niobate is in the 3m crystal class (Hermann-Mauguin notation) which is part of the trigonal crystal system. The Christoffel equation takes advantage of the equation of motion which relates stress acting on a point in a solid to the motion of particles in the solid:

\[
k^2 \left( l_i K \left\{ C_{KL}^E + \frac{[e_{KJ}l_j]}{l_i \epsilon^S_{ij} l_j} l_{ij} \right\} l_{Lj} \right) v_j = \rho \omega^2 v_i
\]

(3.2.1)

where \( k \) is the wavenumber, \( l_i \) is the propagation vector, \( v_i \) is the phase velocity, \( C \) is the elastic constant, \( \epsilon \) is the electrical permittivity, \( e \) is the stress-charge form piezoelectric constant, \( \rho \) is the density, and \( \omega \) is the angular frequency. The subscripts indicate summation over the dimensions of the coordinate system. Equation 3.2.1 is known as the Christoffel equation. The derivation of this equation can be found in textbooks [55]. Eigenvalue solutions to this equation yield phase velocities of all possible wave modes for a particular phase velocity direction.
3.3 0° X-Cut Crystal Christoffel Solutions

As described in chapter 1, a 0° X-Cut crystal is a crystal whose polarization orientation is in the X-direction, and orthogonal to the YZ plane. Figure 3.3.1 shows a schematic of the crystal with the copper ribbon wrapped around the perimeter of the crystal.

![Figure 3.3.1](image)

Figure 3.3.1: Schematic of 0° X-Cut LiNbO₃ crystal. A 3 mm wide 1 mm thick copper ribbon was wrapped around the crystal to excite longitudinal waves which propagate along the XY plane. Faces indicated by the gold color designate electrodes. The dimensions of the crystal are nominally 15.0 mm × 5.0 mm × 5.0 mm with gold electrodes of a nominal 15 mm × 5 mm × 0.35 μm.

Figure 3.3.2 plots the electrical to acoustic energy conversion, $k_i$, within the crystal as a function of propagation angle in the crystal. Figure 3.3.2(b) shows the slowness curve for the different modes associated with this crystal. The longitudinal wave is denoted by the red curve and the mode solution yields a theoretical velocity of 6572 m/s (green and blue curves are shear wave modes). X-cut LiNbO₃ has no piezoelectric coupling at 0° for a longitudinal mode but has an acoustic phase velocity at this angle. This means that the longitudinal mode
propagating at this angle is a purely elastic mode. The electrode configuration for this crystal is shown in Figure 3.3.1.

Figure 3.3.2: Solutions from solving Christoffel's equation. a) Piezoelectric constant, $k_t$, vs. acoustic propagation vector angle for X-cut LiNbO$_3$. b) The corresponding slowness curve. The longitudinal mode is denoted by the red curve. The green and blue curves represent shear wave modes.
3.4 Y+36°-Cut Crystal Christoffel Solutions

Figure 3.5.1 describes the electrical to acoustic energy conversion, \( k_t \), within the crystal as a function of propagation angle in the crystal. Figure 3.5.1(b) shows the slowness curve for the different modes associated with this crystal. The longitudinal wave is denoted by the red curve and the mode solution yields a theoretical velocity of 7340 m/s (green and blue curves are shear wave modes). This crystal cut was tested to take advantage of the single longitudinal mode that operates at 36°, which is marked in the figure. The electrode configuration for this crystal is shown in Figure 3.4.1.

![Figure 3.4.1 Schematic of Y+36°-cut LiNbO₃ crystal with copper ribbon. Ribbon that wraps around the crystal represents electrode to excite longitudinal waves. The dimensions of the crystal are nominally 15.0 mm × 5.0 mm × 5.0 mm with gold electrodes of a nominal 5 mm × 5 mm × 0.35 μm.](image)

3.5 Experimental Setup for Longitudinal Wave Measurements

The BAW HV sensor operates by measuring the velocity of a propagating acoustic wave in real-time while a voltage is applied across the crystal. The
Y+36°-cut and 0° X-cut crystals both have dimensions 15 mm × 5 mm × 5 mm. The crystal cuts were verified using acoustic velocity measurements. The measured acoustic velocities were validated by solving the Christoffel equation [55]. The measured acoustic velocity for the Y+36°-cut crystal was 7328 m/s ± 37 m/s and for the 0° X-cut crystal was 6700 m/s ± 200 m/s. Both crystals were wrapped with a ~50 μm thick copper strip across the 15 mm crystal length to generate longitudinal strain due to the applied voltage. Consequently, shear strain was induced in the 5 mm Y-direction.

The experimental setup found in chapter 2 was also used for the longitudinal wave measurements. As before, two transducers were placed on either side of the crystal which transmitted and received acoustic pulses. The operating frequency of the transducers was centered at 10 MHz, having a bandwidth of 5 MHz, with a 3 mm outer diameter. The transducers were controlled using a PR system (Olympus Corporation). The PR system was synchronized to a TIC (Stanford Research Systems) using a 10 MHz reference signal. The PR system was used to transmit and condition the received acoustic pulses to determine the ToF. A 300 MHz oscilloscope (Tektronix Corporation) was used to digitize the conditioned signal from the receiver.
Figure 3.5.1: Solutions to Christoffel's equation. a) Piezoelectric constant, $k_t$ vs. acoustic propagation vector angle for Y+36°-cut LiNbO$_3$. b) The corresponding slowness curve. The longitudinal mode is denoted by the red curve. The green and blue curves represent shear wave modes.

AC, DC, and pulsed voltages were applied to the crystal to determine the relationship between the voltage sources and their acoustic propagation time delays. The DC and AC voltages were derived from an identical source (Fluke Corporation), producing DC voltages up to 1,100 V and AC voltages up to 640 V
at 100 kHz. For pulse measurements, a pulse generator (Berkeley Nucleonics) produced voltages up to 800 V with a 5 µs pulse width. A 50 Ω, 100 W rated non-inductive resistor (Vishay Dale NH-100) was placed in parallel with the sensing element so that the total load impedance closely matched the 50 Ω output impedance of the pulse generator.

A 1 V, 1 kHz pulse (Agilent 33250A) triggered the PR system. The crystal was mounted and the transducers were aligned until the receiving pulse signal amplitude was maximized. Two 0.5 mm thick pieces of glass were added to both ends of the crystal to add electrical isolation between the transducer casing and copper strip. Glycerin couplant was used to reduce the acoustic impedance mismatch between the transducer elements, glass, and LiNbO₃ crystal. For AC and DC measurements, the time interval was recorded while increasing the applied voltage. For AC and DC measurements, this cycle was repeated 5 times at each voltage and frequency. For pulsed measurements, 10 single event pulses with 5 µs duration were applied to the crystal. A TIC measured the acoustic delay time between the transmitting and receiving transducer before, during, and after an applied voltage to the crystal.

3.6 CRYSTAL RESPONSES FROM DC, AC, AND PULSED VOLTAGE

Each measurement was performed within an ambient temperature of 23 °C ± 1 °C with no temperature compensation, where the temperature change was less than ± 0.2° C. The DC measurements were performed at 256 V, 384 V, 512 V,
640 V, 768 V, 896 V, 1,024 V, and 1,100 V. The AC measurements were performed at 640 V at frequencies of 100 Hz, 1 kHz, 10 kHz, and 100 kHz.

Figure 3.6.1: Voltage-induced shift in time vs. applied voltage for AC, DC, and pulsed voltages for the (a) Y+36° and (b) 0° X-cut LiNbO₃ crystals. For AC measurements the voltage was fixed at 640 V. For pulsed measurements the pulse width was 5 μs.

Figure 3.6.1 shows AC, DC, and pulsed voltage results for the two crystal cuts. The DC measurements were performed at 256 V, 384 V, 512 V, 640 V, 768 V, 896 V, 1,024 V, and 1,100 V. The AC measurements were performed at 640 V at frequencies of 100 Hz, 1 kHz, 10 kHz, and 100 kHz. From Figure 3.6.1(a), the Y+36°-cut crystal response ranged from 10–54 ps over the DC voltage range and 35–778 ps for the AC voltage case. The standard deviation ranged from 2–4 ps for the DC measurements and 4–16 ps for AC measurements. Figure 3.6.1(b) shows the results of the 0° X-cut crystal, which had a response of 10–273 ps for DC voltages and 189–813 ps for AC voltage. For the X-cut crystal, the standard deviation ranged from 6–91 ps across all of the DC voltage measurements and 12–25 ps for all the frequencies tested during the AC measurements. Figure
3.6.1 is a semilog plot and masks the trend observed in the AC measurements, which was quadratic for both crystal cuts.

For the pulsed configuration, the applied voltages 100, 255, 300, 385, 640, and 800 V with a pulse width of 5 μs, were chosen to facilitate comparison between DC and AC measurements. In this case, the 0° X-cut LiNbO₃ crystal response varied from 0.250–2 ns with a measured standard deviation ranging from 36–53 ps. The Y+36°-cut crystal response was 0.115–1.6 ns with a measured standard deviation of 9–70 ps. An uncertainty budget for these measurements was calculated and this information can be found in Appendix A3.

3.7 1-D IMPEDANCE MATRIX MODEL COMPARISON TO EXPERIMENTAL DATA

The basic configuration of this model is a piezoelectric slab with a cross sectional area, A, and thickness, h. The 1-D model takes into consideration forces, $F_1$ and $F_2$, from adjacent materials acting on a piezoelectric slab while a voltage, $V_{in}$, is applied to it [95]. The 1-D impedance model consisted of three ports: two acoustic ports and one electrical port. The forces are related to the electrical impedance as follows:

$$F_1 = -AT(z_1) = Z_1v_1$$  \hspace{1cm} (3.7.1)

where $T$ is the traction per unit area, $Z$ is the electrical impedance, and $v_1$ is the velocity. The force $F_2$ is similarly defined with the appropriate numerical subscript. Equation 3.7.1 can be further expanded by:
\[ Z_1 v_1 = Z_1 (a e^{-ikz_1} + be^{-ikz_1}) - i \frac{h}{\omega} l \]  

(3.7.2)

where \( h \) is the thickness of each slab, and \( l \) is the current intensity across the \( z_1 \) and \( z_2 \) plane, and \( a \) and \( b \) are dummy variables. Using \( v_1 \) and \( v_2 \) (which is defined similarly to \( v_1 \)), and simultaneously solving for \( a \) and \( b \), \( F_1 \) and \( F_2 \) can be rewritten as:

\[ F_1 = Z_1 \left( \frac{v_1}{i \tan kd} + \frac{v_2}{i \sin kd} \right) + \frac{h}{i \omega} l \]  

(3.7.3)

\[ F_2 = Z_1 \left( \frac{v_1}{i \sin kd} + \frac{v_2}{i \tan kd} \right) + \frac{h}{i \omega} l \]  

(3.7.4)

Electrically, the slab is modelled like a parallel plate capacitor with displacement current from each adjoining material:

\[ V_{in} = \frac{e}{i \omega \varepsilon^S} [v_1 - v_2] + \frac{l}{i \omega C_0} \]  

(3.7.5)

where \( e \) is the piezoelectric voltage constant, \( \varepsilon^S \) is the dielectric permittivity of the material under constant stress \( S \), and \( l \) is the current. Using equations 3.7.1, 3.7.4, 3.7.5, and 3.7.6 a matrix can be written:

\[
\begin{pmatrix}
  iZ_1 + \frac{Z_M}{\tanh(kd)} & \frac{Z_M}{\sinh(kd)} & \frac{e}{(\omega \varepsilon^S)} \\
  \frac{Z_M}{\sinh(kd)} & iZ_1 + \frac{Z_M}{\tanh(kd)} & \frac{e}{(\omega \varepsilon^S)} \\
  \frac{e}{(\omega \varepsilon^S)} & \frac{e}{(\omega \varepsilon^S)} & \frac{1}{\omega C_0}
\end{pmatrix}
\begin{pmatrix}
  v_1 \\
  v_2 \\
  l_1
\end{pmatrix} =
\begin{pmatrix}
  0 \\
  0 \\
  iV_1
\end{pmatrix}
\]  

(3.7.6)
Using equation 3.7.6, the electrical impedance and velocities were calculated from successive impedances due to each layer loading the face of the transducer. Figure 3.7.1: 1-D impedance model of a composite piezoelectric slab of thicknesses, \( d \) and cross sectional area, \( A \). The forces that are applied to each area are designated by \( F_1 \) and \( F_2 \), and are applied at velocities \( v_1 \) and \( v_2 \), respectively. shows a schematic of the model.

The model takes in each impedance layer that is placed on the transducer and calculates its impedance. Firstly, the substrate impedance is calculated, which in this case the LiNbO\(_3\) transducer, and the resonance/antiresonance peaks are calculated. Second, the model then calculates each successive impedance layer that is placed on the transducer. Thirdly, the combined impedance of the transducer and layer is calculated, and this is done in a recursive fashion to obtain the final effective impedance at the face of the transducer. Figure 3.7.2 shows the multilayer structure inputted into the impedance model. Termination of
the acoustic ports allowed for calculation of the electrical impedance of the overall structure. The transducer was a 370 \( \mu \text{m} \) thick Y+36°-cut LiNbO\(_3\), which generated a 9.91 MHz acoustic wave. Using Y+36°-cut reduced the impedance mismatch between the transducer and the crystal interface. The layers loading the transducer were: 1) 0.5 mm Pyrex, 2) 15.0 mm LiNbO\(_3\), and 3) 0.5 mm Pyrex. An inverse fast Fourier transform was used to convert the frequency-domain to the time-domain. The first zero crossing before the maximum peak in the time-domain was determined using a linear fit. The zero crossing time was dependent on the voltage applied to the crystal. The voltage-induced time shift was determined by taking the different zero crossing times and comparing them to the case with zero applied voltage to the crystal.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Thickness (mm)</th>
<th>Frequency (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pyrex, 0.5 mm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15 mm LiNbO(_3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pyrex, 0.5 mm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Y+36° LiNbO(_3)</td>
<td>0.37 mm (10 MHz)</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3.7.2: A schematic of the multilayer structure used for 1-D impedance matrix model. The substrate material used in this simulation was Y+36°-cut LiNbO\(_3\) to mitigate impedance mismatch.

The best-fit \( d_{ij} \) terms were used to validate the DC experimental data for each crystal. The material constants were obtained from the unrotated values in Kovacs \textit{et al.} and were appropriately rotated using the Bond transformation.
matrix formulation according to Auld [55,92]. The Euler angles associated with
the 0° X-cut crystal and Y+36°-cut crystal are (90°, 90°, 0°) and (90°, 90°, 36°),
respectively [69]. Using equation 3.1.2, the incremental length change of the
crystal for a specific applied voltage was calculated and inserted into the model.
Figure 3.7.3 shows the results for both crystals. Figure 3.7.3(a) shows that, for
the 0° X-cut crystal, the longitudinal mode $d_{11}$ and shear mode $d_{61}$ terms describe
the measured crystal response. For Case A in Figure 3.7.3(a), it was found that
between 256 V–512 V, a longitudinal mode with $d_{11}$ term explained the measured
data. Case B describes the voltage range of 512 V–768 V, where a fraction of
both the $d_{11}$ and $d_{61}$ term, both longitudinal and shear modes, contributed to the
response. For Case C, or voltages > 768 V, both $d_{11}$ and $d_{61}$ terms fully
contributed to the response. A linear summation of the total strain generation by
using multiple $d_{ij}$ terms to explain the measured data has been previously used in
frequency dependent measurements [74]. In Figure 3.7.3(b), the $d_{11}$ and $d_{43}$ term
were used to model the measured response from the Y+36°-cut LiNbO$_3$ crystal.
The $d_{11}$ and $d_{43}$ terms corresponded to the longitudinal and shear wave
piezoelectric coefficient terms, respectively.
Figure 3.7.3: Measured response of (a) 0° X-cut LiNiBO₃ and (b) Y+36°-cut LiNiBO₃ for DC voltage between 256 V-1,100 V. The $\Delta L$ term was used as the model input. For (a), the $d_{11}$ and $d_{43}$ terms were used to determine $\Delta L$. For (a), Case A used the $d_{11}$ term to calculate $\Delta L$. Case B used 50% of the $d_{11}$ term and 50% of the $d_{61}$ term to calculate $\Delta L$. Case C uses the full $d_{11}$ and $d_{61}$ term to calculate $\Delta L$.

3.8 DISCUSSION

Applying a DC voltage to a piezoelectric crystal resulted in a static deformation; however, the crystal did not continuously change stress as in the case when
using AC or pulsed voltages. Furthermore, larger time shifts were observed for the pulsed voltage case, where the crystal interacted with all frequencies greater than 200 kHz, including the resonant frequency for both crystals. For pulse measurements, a 32-fold increase in response versus that of DC voltage measurements at 640 V for the X-cut crystal and 39-fold increase for the Y+36°-cut crystal were observed. Figure 3.6.1 indicates that the acoustic delay time shift was dependent on the source frequency and pulse duration; however, additional studies are required to determine the role of the energy dose of the acoustic pulse.

Figure 3.7.3 shows the comparison between the DC responses for each crystal and the 1-D impedance matrix model. The DC experimental data for the X-cut LiNbO₃ crystal was linearized for different voltage ranges and showed good agreement with the 1-D impedance matrix model. Discrepancies observed between the measured and calculated time-delay for the Y+36° crystal were attributed to the empirically calculated $d_{11}$ and $d_{43}$ values in the time delay. Previous literature reports cite even larger differences when comparing measured versus empirically calculated piezoelectric constants [74,78]. In Figure 3.7.3(b), the discrepancy between the measured data and the theoretical line is likely attributed to non-linear effects of the lithium LiNbO₃ crystal. The AC and pulse measurements appeared to be dependent on the energy dose of the acoustic pulse as well as the source frequency, suggesting a possible nonlinear relaxation of the LiNbO₃ crystal in addition to effects from a nonlinear piezoelectric tensor [96].
3.9 CONCLUSION

Measuring high-voltage using DC, AC, and pulsed sources involves consideration of the source and its impedance. A comparison of two LiNbO₃ crystal cuts was made to determine their performance as a voltage sensor. The crystal response from each crystal was measured after applying DC, AC, and pulsed voltages to each crystal. From the three voltage types measured, the largest crystal response was observed when performing pulsed measurements. The temperature dependence of the acoustic propagation time was monitored and shown to have a negligible effect on the measured response. The DC voltage experimental data was compared to a 1-D impedance matrix model for both crystal cuts and showed good agreement for the X-cut crystal and to a lesser extent for the Y+36° crystal.
4 TEMPERATURE AND PRESSURE EFFECTS ON HV SENSOR FOR AMBIENT CONDITIONS

4.1 INTRODUCTION TO TEMPERATURE COEFFICIENT MEASUREMENTS

Unlike some piezoelectric crystals that have temperature stable crystal cuts, all LiNbO$_3$ cuts are sensitive to temperature. As mentioned in chapter 2, LiNbO$_3$ is used in several applications such as pressure and temperature sensors [97,98]. For acoustic sensor applications, the temperature coefficient of delay (TCD) of LiNbO$_3$ is an important parameter to consider during the design phase. To monitor how temperature fluctuations affect the measurement, the TCD was measured for two different crystal cuts used in chapter 3.

4.2 TEMPERATURE COEFFICIENT OF DELAY

The TCD only depends on two measurable quantities: the temperature coefficient of expansion (TCE) of the material and the temperature coefficient of velocity (TCV). The following equation was used to calculate the TCD:

$$TCD = TCE - TCV$$  \hspace{1cm} 4.2.1

where TCE is defined as:

$$TCE = \alpha = \frac{1}{L} \frac{\Delta L}{\Delta T}$$  \hspace{1cm} 4.2.2
and TCV is defined as:

$$\text{TCV} = \frac{1}{v_p(T_r)} \frac{v_p(T_1) - v_p(T_2)}{(T_1 - T_2)}$$  \hspace{1cm} 4.2.3

For TCD measurements on the $0^\circ$ X-cut and $Y+36^\circ$ LiNbO$_3$ crystals, $T_1$ and $T_2$ were 18° C and 32° C, respectively. The reference temperature, $T_r$, used was the ambient laboratory temperature of 23° C. Using this information, equation 4.2.3 is modified as follows:

$$\text{TCD} = \alpha - \frac{1}{v_p(23^\circ C)} \left( \frac{v_p(32^\circ C) - v_p(18^\circ C)}{14^\circ C} \right)$$  \hspace{1cm} 4.2.4

A measured TCE value of $14.5 \times 10^{-6}/^\circ C$ from the literature was used to complete the TCD calculation [99].

4.3 **Resistive Temperature Detector**

A resistive temperature detector (RTD) with platinum resistive element was used for this experiment (Omega Engineering). For the TCD experiments, a single four-wire RTD was employed to negate the impact of lead resistance on the temperature measurement. The specifications for the four-wire RTD are shown in Table 4.3.1.
Table 4.3.1: Parameters for 4 wire RTD used to measure the temperature of the LiNbO₃ crystal.

<table>
<thead>
<tr>
<th><strong>RTD Parameters</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model</strong></td>
</tr>
<tr>
<td><strong>Standards Met</strong></td>
</tr>
<tr>
<td><strong>Temperature Range</strong></td>
</tr>
<tr>
<td><strong>Resistor Material</strong></td>
</tr>
<tr>
<td><strong>Nominal Resistance</strong></td>
</tr>
<tr>
<td><strong>αr</strong></td>
</tr>
<tr>
<td><strong>Manufacturer’s Stated Accuracy / Stability</strong></td>
</tr>
<tr>
<td><strong>Self-Heating Effect</strong></td>
</tr>
</tbody>
</table>

4.4 **Temperature Controlled Environment**

A temperature controlled air bath (Measurements International) with stability of 15 mK for a ± 2 °C change in ambient temperature and a ramp rate of 0.25 °C/min was used for all temperature measurements.

4.5 **Experimental Setup for Measurement of Temperature Coefficients**

The temperature was swept from 18 to 32 °C in a temperature controlled air bath with a Type-T RTD placed inside the fixture and adhered to the crystal. A reference probe inside the air bath but just outside the fixture was present to determine if the system’s temperature had reached equilibrium (Brunson Engineering). Furthermore, the temperature was allowed to equilibrate inside
with the air temperature for at least 4 hours prior to taking readings. Figure 4.5.1 shows a schematic for the experimental setup.

![Schematic setup of the resistive bath. The RTD was bonded to the crystal and completely enclosed inside the fixture. A metrology grade temperature reference probe was placed next to the fixture inside the bath as a secondary reading.](image)

To determine the source heating effect’s influence on the crystal response, a 1,100 V DC signal was applied for 1 hour to the crystal. The amount of energy deposited into the crystal for this time was calculated to be ~669 J (0.185 W) based on bulk crystal properties. The specific heat equation, \( Q = m_c c_v \Delta T \), was used to determine the amount of temperature change for the amount of energy dissipated, where \( Q \) is the energy, \( m_c \) is the LiNbO\(_3\) mass, \( c_v \) is the volumetric specific heat of LiNbO\(_3\), and \( \Delta T \) is the temperature change that was calculated to be \( \Delta T = 0.01 \) °C. To make this rough calculation, it was assumed that no heat dissipated from the crystal.
4.6 **Temperature Stabilization Considerations**

To achieve complete temperature stabilization prior to measurement, a wait time of two hours was used. This time was determined using a lumped capacitance thermal analysis model, which is valid for a small Biot number, designated by $Bi$. LiNbO$_3$ Biot number was determined using:

$$ Bi = \frac{L_c h}{k} $$

where $L_c$ is the characteristic length, $h$ is the convective heat transfer coefficient of air, and $k$ is the thermal conductivity of LiNbO$_3$. Lithium Niobate’s $Bi$ was determined to be 0.004. Since $Bi < 0.01$, the lumped capacitance model for transient heat transfer model can be used [100]:

$$ T(t) = T_\infty + (T_i - T_\infty)e^{-\left(\frac{ht}{\rho C L_c}\right)} $$

where $T_i$ is the initial temperature, $t$ is time in seconds, $\rho$ is the density of LiNbO$_3$, $C$ is the specific heat capacity of LiNbO$_3$ solid, and $T_\infty$ is the ambient temperature of the system. Figure 4.6.1 below shows the comparison between the measured data and the lumped capacitance model output, with the ambient temperature in approximately 60 minutes for both cases.
Figure 4.6.1: Comparison plot between the measured data and the lumped capacitance model output between 18 °C to 32 °C. Both the model and experimental data predict it takes approximately 60 minutes for the temperature of the bulk crystal has equilibrate with the bath.

The ambient temperature was closely monitored and a change within ± 0.2 °C was observed during each measurement. The laboratory temperature fluctuation corresponded to a time change of 49 ps. This time variation was not discernible in the acquired measurements, strongly suggesting that the temperature fluctuation of the crystal was negligible.

The thermal effects on acoustic wave propagation were measured by steadily sweeping the temperature in a controlled environment. A temperature sweep between 18 °C to 32 °C was performed using the aforementioned temperature controlled air bath. The temperature and acoustic propagation time stamps were acquired using computer data acquisition every 30 seconds using a standard Fluke 1529 Chub-E4 thermometer with a response time of (Fluke Corporation). The temperature error was dominated by the RTD error, which ranged from
2250–2810 ppm over the 18 °C to 32 °C range. The velocity change under thermal cycling illustrated in Figure 4.6.2 is consistent with publications in the literature that observed the same effect when characterizing ultrasonic attenuation in LiNbO$_3$ [101].

Figure 4.6.2: Measured TCD of LiNbO$_3$ over 18-32° C for (a) Y+36° and (b) 0° X-cut crystals. The total time for each cycle from 18-32° C and 32-18° C was 2 hours.
Specifically, the report showed that temperature changes affected the equilibrium of the crystal structure as a whole, causing the acoustic waves to see a different crystal structure under thermal cycling. Overlap is observed between the four cycles, which is captured by the measurement error.

4.7 EXPERIMENTAL DATA AND DISCUSSION

Figure 4.6.2 shows how a change in temperature affects the acoustic propagation time in both crystal cuts. The general method involves differentiating Christoffel’s equation with respect to temperature and obtaining relationships for the temperature coefficients of fundamental electroacoustical constants in terms of partial derivatives of the effective elastic moduli. The velocity change under thermal cycling is consistent with reports in the literature that characterized ultrasonic attenuation in LiNbO$_3$ [101]. The average TCD for the Y+36°-cut and 0° X-cut crystal was measured to be 149.7 ppm/°C ± 1.9 ppm/°C and 157.3 ppm/°C ± 0.68 ppm/°C, respectively, using 4 up/down thermal cycles. These measured TCDs are consistent with published SAW and bulk TCD measurements that considered the second order effects of nonlinear elasticity, nonlinear piezoelectric effects, electrostriction, and the nonlinear electrical polarization [102,103]. Simplified TCD calculations are abundant in the literature where crystals at a given temperature were considered to maintain their crystallographic class, changing only their density and material constants. These assumptions cause a discrepancy between the theoretically calculated and measured TCD values for
strained crystals since the state of the crystal (i.e. the initial static deformation) requires considering all of the second order effects. Lower TCD values (i.e. 75-90 ppm/°C) reported in the literature were based on linear material temperature coefficients that neglected electrostriction and nonlinear effects such as electrical polarization [104,105]. Table 4.7.1 shows a comparison of calculated and experimental TCD values observed in SAW configurations. This table was reproduced from literature, which does not discuss uncertainty of the measurements [102].

Table 4.7.1: Comparison of values of TCD of SAW calculated by different methods using experimental data (this table was reproduced from Table I in [102]).

<table>
<thead>
<tr>
<th>Calculated TCD</th>
<th>LiNbO₃ (41.5° YX-cut)</th>
<th>LiNbO₃ (YZ-cut)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using nonlinear elastic and piezoelectric constants and electrostriction constants</td>
<td>160 ppm/°C</td>
<td>259 ppm/°C</td>
</tr>
<tr>
<td>Using only temperature coefficients for linear elastic, piezoelectric, and dielectric constants</td>
<td>75.4 ppm/°C</td>
<td>94.4 ppm/°C</td>
</tr>
<tr>
<td>Theory and experiment</td>
<td>~ 75 ppm/°C</td>
<td>~94 ppm/°C</td>
</tr>
</tbody>
</table>

4.8 **LiNbO₃ Capacitance Coefficient of Pressure**

Lithium niobate is a very established material system, used in various acoustic based sensors. Recent publications in the literature have discussed using LiNbO₃ in tire pressure sensors and Pirani vacuum sensors [97,106]. Although much attention has been given to temperature sensitivity measurements, relatively little effort has gone into understanding the effects of LiNbO₃ under impact loading conditions [107]. Although this information is valuable, the
purpose of the experiments described here are more suited towards how pressure affects the capacitance of LiNbO$_3$ under typical laboratory ambient pressure.

4.9 Capacitance Measurements

A commercial capacitance bridge, that operates at 1 kHz up to a 15 V input, was used to perform the capacitance measurements. The bridge has an accuracy of 5.5 ppm.

4.10 Pressure Controller and Measurement

A digital pressure calibrator was used to precisely control the gas pressure of the chamber. The calibrator's resolution is 0.001% of the span with a precision of 0.1% of the span. A quartz pressure transducer (Paroscientific Model 745) is connected to both the pressure controller and chamber as a secondary pressure measurement.

4.11 Experimental Setup for Pressure Measurement

Figure 4.12.1 depicts the experimental setup used to measure the capacitance in a pressurized environment. The LiNbO$_3$ (Boston Piezo-Optics, Bellingham, MA) used had dimensions of 15.0 mm $\times$ 5.0 mm $\times$ 5.0 mm with gold electrodes of dimensions 5 mm $\times$ 5 mm $\times$ 0.35 µm in the middle of the crystal on two opposing sides in the Y-Z plane. The crystal was mounted in a metal enclosure (Pomona electronics) and sealed inside the chamber. The system was grounded through
the capacitance bridge. The pressure chamber has a volume of 0.089 m$^3$. Due to the large volume of the chamber and small 18 psi diaphragm pumps, the crystal enclosure was left to stabilize in the pressure chamber overnight before readings were taken. Data were collected using an Excel-based VBA program.

4.12 DATA FROM PRESSURE MEASUREMENT

The capacitance was measured with respect to pressure from sea level up to 7,300 feet. For these readings, the coaxial adapter, which had an average capacitance of 7.6885 pF at barometric pressure (Albuquerque, NM altitude), was subtracted out of the final capacitance measurement.

Figure 4.12.1: Experimental setup of pressure coefficient of capacitance measurements.

Figure 4.12.2 shows the capacitance as a function of pressure. The pressure coefficient calculated using a linear fit is 0.041 fF/kPa. The measurement
standard deviation is comparable to the instrument accuracy, which is 5 ppm for a day long measurement. Each data point represents 200 points which are recorded every 1 second.

![Capacitance vs. pressure for LiNbO₃](image)

**Figure 4.12.2: Capacitance vs. pressure for LiNbO₃.**

### 4.13 Correlation between Pressure Force and Charge Produced

The crystal is freely suspended inside the Pomona box, there are forces from pressure acting in three general directions: longitudinal, transverse, and shear. Mathematically, this is described as:

\[ Q = PA d_{ij} \quad (4.13.1) \]

where \( Q \) is the charge, \( P \) is the pressure, \( A \) is the cross sectional area, and \( d_{ij} \) is the piezoelectric constant as in previous chapters. For this measurement, the \( d_{ij} \) values came from this matrix:
Thus, the total charge can be calculated in the following manner:

\[
Q = 25 \text{ mm}^2 \times P \times ((37.99 \times 10^{-12}) + (-17.17 \times 10^{-12}) + (-17.05 \times 10^{-12}) + (6.30 \times 10^{-12}))
\]  

(4.13.3)

As a result of calculating the charge as a pressure of voltage, the range of the capacitance bridge voltage used was estimated. The 25 mm\(^2\) is the area of the electrode on the top and bottom of the crystal face. Figure 4.13.1 shows the results of the measurements and calculations made using equation 4.13.3.

Because the capacitance is measured using a bridge, the true voltage seen by the capacitor is never known at the time of reading. The bridge voltage setting used was 15 V to minimize noise. Based on the data, the measured voltage used by the bridge ranged between 3-7 V.
Figure 4.13.1: Electrical charge generated by LiNbO$_3$ vs. pressure. Solid and dotted lines represent charge when applying 7.5 V and 3 V to the crystal, respectively.

4.14 Capacitance Relationship to Change in Voltage

The experiment performed in this section provided baseline information in regards to how much of an impedance loading effect the HV sensor would have on a pulse waveform. Traditionally, capacitance is measured as a function of frequency for piezoelectric crystals for determining the resonance frequency of the crystal. In the majority of cases, an impedance analyzer, laser interferometry, or a vector network analyzer is employed to perform the measurements. The measurement accuracy for the instruments mentioned above are nominally ± 2% [109]. The measurement accuracy is dictated by factors such as open and short circuit corrections, high quality connections, temperature, and humidity control. These factors ensure good repeatability and reproducibility of the measurements.
4.15 **Experimental Setup of Capacitance Measurements**

The same fixture used in the pressure measurement was used. On the capacitance bridge unit, there exists an external DC bias port on the capacitance bridge unit that the multicalibrator was connected to via a BNC cable. Using Fluke METCAL software, the multicalibrator (Fluke Corporation) was programmed to provide voltage to the bridge between 1 V–100 V with the voltage cycling on and off every 5 minutes. This DC voltage was superimposed on top of the AC sine wave from the voltage generator in the bridge as follows:

\[ V = V_{dc} + V \sin(2\pi ft) \quad 4.15.1 \]

where the frequency, \( f \), is 1 kHz.

4.16 **Capacitance-Voltage Results**

The capacitance was measured for 1 V, 2.5 V, 5 V, 7.5 V, 10 V, and from 20 V–100 V. Figure 4.16.1 shows the results of the measurements. The nominal capacitance measured was 3.8 pF with a standard deviation between \( 3.9 \times 10^{-6} \) pF and \( 1.1 \times 10^{-4} \) pF. The conductance was also monitored and ranged between 0.764–0.771 nS which corresponds to a resistance of 1.3 GΩ.
Figure 4.16.1: Capacitance vs. Voltage of Y+36° cut LiNbO₃ at 1 kHz.

4.17 DISCUSSION

As Figure 4.16.1 shows, the capacitances under 20 V had a higher capacitance by 15 fF, which is likely due to the capacitor not being fully charged to give good readings. Error bars were calculated using the error of the measurement and the error from the bridge. From 20 V onward, the capacitance is nearly constant with just < 0.5 fF variation. Since the sensor’s charge appears to be leveling out after 80 V, capacitance values for even higher DC voltages will remain constant. For AC and pulsed applications, more care would need to be given for the experimental set up to verify that the capacitor has fully charged and that the voltages do not interfere with the impedance reading. Furthermore, the bridge would no longer be a useable instrument and the measurement error would suffer greatly if the capacitor was not fully charged.
4.18 CONCLUSION

This chapter discussed the environmental and electrical characteristics of LiNbO$_3$ may affect performance of the HV sensor discussed in this dissertation. The temperature coefficients for two crystal cuts were measured and revealed that simple linear theory is insufficient for determining the crystal’s TCD, and that nonlinear coefficients of the material constants must be used to fully predict the TCD. Capacitance vs. pressure measurements were undertaken for pressures between sea level and 7,300 ft. The data shows that capacitance increases proportionally with pressure, but the actual capacitance range only varies by 1 fF, making this crystal very sensitive to pressure changes. Using a force-charge model, the amount of charge generated by the crystal was compared to capacitance measurements for two applied voltages, and they agreed relative to one another. Finally, capacitance vs. voltage measurements were carried out for voltages up to 100 V. Data showed that the capacitance starts to level out for applied voltages greater than 80 V DC. It was found that both temperature and pressure effects don’t significantly impact the measurements discussed in chapters 2 and 3.
5  EFFECTS OF LITHIUM NIOBATE MATERIAL CONSTANTS UNDER STRESS OF A DC BIAS FIELD

1.  INTRODUCTION

Lithium niobate has established itself as the material of choice in many sensor, actuator, transducer, and resonator applications. Thus, such wide usage of this piezoelectric material requires a detailed characterization of the dielectric permittivity, piezoelectric coefficients, and elastic coefficients. Much literature has devoted time to establishing temperature coefficients and nonlinear coefficients of these material constants [94,96,103,110]. Furthermore, the crystal symmetry dictates that there exists 8 electrostrictive, three 3rd order dielectric, 13 third order piezoelectric, and 14 third order elastic constants of LiNbO$_3$. These measurements involve measuring the change in capacitance as a function of stress change using a load cell, and measuring variation of resonant frequencies as a function of static electric field, and variation in velocity as a function of static electric field and static stress. Due to the large amount of constants and measurements required to obtain the nonlinear constants, a mathematical fitting solution based on few measured constants is used to determine the remaining constants [96,111,112].

When an electric field is not present, two conventional methods exist for determining linear material constants: resonance/antiresonance frequency measurements of the crystal, and acoustic velocity measurements of the crystal [113].
5.1 **Antiresonance/Resonance Measurement Methods**

One of the drivers behind for performing antiresonance/resonance measurements stems from the 176-1987 IEEE standard on piezoelectricity, which highlights the relationship between frequency and material constants by modeling a piezoelectric material as a Butterworth-Van-Dyke equivalent circuit [66].

![Generalized Butterworth-Van-Dyke equivalent circuit model](image)

Figure 5.1.1: Generalized Butterworth-Van-Dyke equivalent circuit model used to describe piezoelectric material.

The material constants can be extracted from frequency measurements of assorted crystallographic orientations of LiNbO$_3$, provided that the material has no loss, through the electromechanical coupling coefficient [109]. Measurements today use an LCR (Inductance-Capacitance-Resistance) meter which measures the voltage and the current across a device in a 4-wire terminal configuration. The voltage to current ratio leads to the magnitude of the impedance and the equivalent circuit setting (i.e. $L_{series} - R_{series}$, or an inductor and resistor in series) is
used internally by the meter to break out the individual components from the impedance magnitude. When the frequencies are measured as a function of voltage, an external voltage bias fixture can be used to safely apply voltage to the DUT without interrupting the voltage sensing arms of the LCR meter.

5.2 Theoretical Calculations of Acoustic Velocities

As mentioned in chapter 3, the eigenvalue solutions to the Christoffel equation lead to relationships between acoustic velocities in the three principal axis directions and the crystal's material constants. Again, the Christoffel equation with piezoelectric stiffening is described as follows:

\[
k^2 \left( l_{iK} \left\{ C_{KL}^E + \frac{\left[ e_i \epsilon_{ji} \right]}{l_i^2 \epsilon_{ji}^2} \right\} l_{Lj} \right) v_j = \rho \omega^2 v_i \tag{5.2.1}
\]

To solve for \( v_x, v_y, \) and \( v_z \) several matrix operations must be carried out which are discussed in more detail in the Appendix A2. After performing the matrix multiplication and dividing through by \( \rho \), the left hand side of 5.3.1 yields:
Using Mathematica to solve for the eigenvalues, the velocities for each cut are as follows:

X-Propagation, X-polarization

\[ \rho V_{x,x}^2 = c_{11} \]  

X-Propagation, Y-polarization

\[ \rho V_{x,y}^2 = \sqrt{(e_{15}^2 + e_{22}^2 + c_{44}e_x + c_{66}e_x)^2 - 4(c_{44}e_{15}e_x - 2c_{14}e_{15}e_{22}e_x + c_{44}e_{22}^2e_x - c_{14}^2e_x^2 + c_{44}c_{66}e_x^2)} \]
X-propagation, Z-polarization

\[ \rho V_{x,z}^2 = \frac{e_{15}^2 + e_{22}^2 + c_{44}e_x + c_{66}e_x + c_{11}e_y + c_{44}e_y}{2\rho e_y} \]  

(5.2.7)

Y-propagation, X-polarization

\[ \rho V_{y,x}^2 = C_{66} \]  

(5.2.8)

Y-propagation, Y-polarization

\[ \rho V_{y,y}^2 = \frac{\sqrt{(e_{15}^2 + e_{22}^2 + c_{44}e_x + c_{66}e_x - c_{11}e_y - c_{44}e_y)^2 - 4(e_{15}e_{22} + c_{44}e_x + c_{66}e_x - c_{11}e_y - c_{44}e_y)(c_{14}e_{15}e_{15} + c_{14}e_{15}e_{22} + c_{44}e_{22} - c_{11}e_{15} + c_{44}e_{22})}}{2\rho e_y} \]  

(5.2.9)

Y-propagation, Z-polarization

\[ \rho V_{z,y}^2 = \frac{\sqrt{(e_{15}^2 + e_{22}^2 + c_{44}e_x + c_{66}e_x + c_{11}e_y + c_{44}e_y + c_{33}e_z + e_{33}^2/\epsilon_z)^2 - 4(e_{15}e_{22} + c_{44}e_x + c_{66}e_x + c_{11}e_y + c_{44}e_y + c_{33}e_z + e_{33}^2/\epsilon_z)(c_{14}e_{15}e_{15} + c_{14}e_{15}e_{22} + c_{44}e_{22} - c_{11}e_{15} + c_{44}e_{22})}}{2\rho e_y} \]  

(5.2.10)

Z-propagation, X-polarization (Y-Polarization)

\[ \rho V_{z,x}^2(y) = C_{44} \]  

(5.2.11)

Z-propagation, Z-polarization

\[ \rho V_{z,z}^2 = c_{33} + \frac{e_{33}^2}{\epsilon_z} \]  

(5.2.12)

5.3 Experimental Setup for Shear and Longitudinal Wave Measurements

For all longitudinal wave measurements the setup is identical to that found in chapter 3. Shear wave measurements required a shear wave transducer (Olympus NDT) that has a nominal element size of 6 mm at a frequency of 10
MHz. The connector type is a right angle microdot which required that the system be placed in a vice so that an adequate signal can be detected on the oscilloscope and the TIC. Figure 5.3.1 shows the modified setup.

Figure 5.3.1: Shear wave measurement setup. The fixture was clamped in a vise with enough force to have adequate coupling between the shear wave transducer face and crystal. The voltage was applied in the same manner as the longitudinal wave measurements.

The increase in standard deviation for the shear wave measurements in comparison to measurements using a longitudinal wave setup is a result of the shear wave being more dispersive and, therefore, more difficult to achieve good SNR to detect a clean signal with the TIC. As a result, the pulser unit was run with a higher gain (> 30 dB) and increased energy in the voltage excitation signal. The measurements were well within the calculated uncertainty budget found in Appendix A3.
5.4 Experimental Data for Material Constant and Velocity Measurements

5.4.1 Elastic Constant C11 Measurements

The elastic constant C_{11} is the elastic constant directly related to the X-propagating X-polarized wave velocity shown in equation 5.2.5. The measurement was performed in the experimental set up discussed in chapter 2 and 3 using a transmitting and receiving transducer. Figure 5.4.1 shows the results.
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Figure 5.4.1: Plot of PPM change in velocity vs. applied DC voltage of an X-propagating, X-polarized (or Y-polarized) wave. This wave is directly related to C_{11}.

The velocity changed from 2.7-32.5 ppm with a measurement standard deviation that varied from 2.9–45.5 ppm. Using a density of \( \rho = 4650 \text{ g/m}^3 \), the nominal C_{11} value was measured to be 203 GPa. The average change in C_{11} ranged from 1.1–37.8 MPa with a measurement standard deviation of 0.8–4.1 MPa.
5.4.2 **Elastic Constant C\textsubscript{66} Measurements**

The elastic constant C\textsubscript{66} is the elastic constant directly related to the Y-propagating X-polarized wave velocity shown in equation 5.2.8. The measurement was performed in the experimental set up discussed in Section 5.3 using a single shear wave transducer. Figure 5.4.2: shows the results.

![Graph](image)

Figure 5.4.2: Plot of PPM change in velocity vs. applied DC voltage of an Y-propagating, X-polarized. This wave is directly related to C\textsubscript{66}.

Since there is no piezoelectric activity with this propagation and polarization configuration, it is expected that there will not be a strong correlation between the velocity and applied voltage, which is demonstrated by the results. The velocity varied between 28.4 and 86.9 ppm with a measurement standard deviation that varied from 18.9 to 51.1 ppm over the voltage range of 256 V to 896 V. Using a density of \(\rho = 4650 \text{ g/m}^3\), the nominal C\textsubscript{66} value was calculated to be 72.9 GPa.
The average change in $c_{66}$ ranged from 4.5-12.7 MPa with a measurement standard deviation of 2.6–13.2 MPa.

5.4.3 **ELASTIC CONSTANT $C_{44}$ MEASUREMENTS**

From equation 5.2.11, $C_{44}$ is a degenerate material constant that is directly related to a Z-propagating, Y-polarized acoustic wave and a Z-propagating, X-polarized acoustic wave acoustic wave. The measurement was performed in the experimental set up discussed in section 5.3 using a single shear wave transducer. Figure 5.4.3 shows the results.
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*Figure 5.4.3: Plot of PPM change in velocity vs. applied DC voltage of a Z-propagating, X-polarized (or Y-polarized) wave. This wave is directly related to $C_{44}$.*

The velocity changed from 10.7-41.7 ppm with a measurement standard deviation that varied from 10.1–33.9 ppm. Using a density of $\rho = 4650$ g/m$^3$, the
nominal $c_{44}$ value was measured to be 63.2 GPa. The average change in $C_{44}$ ranged 1.9-5.2 MPa with a measurement standard deviation of 1.4-4.5 MPa.

5.4.4 X-PROPAGATING Z-POLARIZED VELOCITY, $V_{13}$ MEASUREMENTS

Equation 5.2.7 mathematically describes a Z-polarized, X-propagating velocity that is piezoelectrically active. This activity is identified by the presence of piezoelectric constants in the equation. Figure 5.4.4 shows the results of these measurements.
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Figure 5.4.4: Plot of PPM change in velocity vs. applied DC voltage of voltage of an X-propagating, Z-polarized. This shear wave is piezoelectrically active.

The velocity changed from 20.8–51.9 ppm with a measurement standard deviation that varied from 38.8 to 133.96 ppm, a result of shear waves possessing more attenuation and dispersion than longitudinal waves [114].
5.4.5 **Y-POLARIZED, Y-PROPAGATING VELOCITY, V\textsubscript{22} MEASUREMENTS**

Equation 5.2.9 mathematically describes a Y-polarized, Y-propagating acoustic velocity that is piezoelectrically active. This activity is identified by the presence of piezoelectric constants in the equation. Figure 5.4.5 shows the results.
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Figure 5.4.5: Plot of PPM change in velocity vs. applied DC voltage of an Y-propagating, Y-polarized. This longitudinal wave is piezoelectrically active.

The velocity changed from 20.8–51.9 ppm with a measurement standard deviation that varied from 38.8-147 ppm. Although influenced by electric fields, the wave associated with this velocity is a longitudinal wave, which has an error that is less than what is found in the V\textsubscript{13} velocity.
5.5 **Piezoelectric Constants $d_{15}$ and $d_{22}$ Calculations**

The piezoelectric coefficients are only present in velocities where a piezoelectric stiffening term is present. For example, the piezoelectric stiffening term is the second term in the $z$-propagating, $z$-polarized velocity, which is described in equation 5.2.12.

In the context of this dissertation, the variation in constants $d_{15}$ and $d_{22}$ were not directly measured, but were determined from other velocity measurements. Mathematically, the two constants can be calculated from $e_{15}$ and $e_{22}$:

\[
e_{15} = \sqrt{\varepsilon_o \varepsilon_{rxx} \left( \frac{\rho^2 V_{y}^2 V_{y,z} - \rho^2 V_{z,y} V_{x,z}}{c_{11} - c_{66}} - c_{44} \right)} \quad (5.5.1)
\]

\[
e_{22} = \sqrt{\varepsilon_o \varepsilon_{rxx} \left( \rho V_{y}^2 V_{y,z} + \rho V_{z,y}^2 - c_{44} - c_{11} - \frac{e_{15}^2}{\varepsilon_{rxx}} \right)} \quad (5.5.2)
\]

\[
[d] = ([C]^{-1}[e]^T)^T \quad (5.5.3)
\]

Figure 5.5.1 shows calculated values of $e_{15}$ and $e_{22}$. The lack of variation in the nominal value over a function of voltage is consistent with what is found in varying the electromechanical coupling constant as a function of voltage in PZT [115].
Figure 5.5.1: Plot of calculated values of $e_{15}$ (red circles) and $e_{22}$ (Black squares) as a function of voltage. The error bars come from a Kline-Mcclintock uncertainty analysis of the calculation.

In lieu of this, measurements from Andruschak et al. were utilized to obtain estimates for this velocity and the constants $C_{14}$, $C_{31}$, and $C_{33}$ since these constants are needed to fully define $[C]$ [116]. Constants $d_{15}$ and $d_{22}$ were determined from calculations using equations 5.5.1, 5.5.2, and 5.5.3. Since the HV sensor results discussed in chapters 2 and 3 are based upon $d_{15}$ and $d_{22}$ they are the only reported constants of interest. Since the conversion to $d_{15}$ and $d_{22}$ requires the full matrix multiplication, a Monte Carlo simulation was performed.

5.6 **MONTE CARLO SIMULATIONS OF LiNbO$_3$ MATERIAL CONSTANTS**

In order to understand how acoustic velocity in LiNbO$_3$ is influenced by changing material constants under the influence of voltage, a Monte Carlo simulation was
carried out for each of the velocity propagation/direction combinations mentioned in 5.2 using Matlab. The simulation allowed for each material constant to change independently, keeping the rest of the constants fixed. This was done to show how sensitive each material constant is to a velocity with a given propagation and polarization.

5.6.1 ELASTIC CONSTANT $C_{11}$ CALCULATIONS

Based on the measurements described in 5.4, the change in $C_{11}$ was 5.4–65.2 ppm with a measurement standard deviation of 10-33.3 ppm. With respect to acoustic velocity, the change corresponds to 2.7-32.5 ppm with a measurement standard deviation that varied from 5.1–10.2 ppm over the voltage range of 256–896 V.

The experimental data were related to the Monte Carlo simulation by using the experimental change in $C_{11}$ as an input and calculating changes in the acoustic velocity. The remaining constants are held fixed. This calculated velocity change is then related to the experimental velocity change.

Table 5.6.1 summarizes the experimental velocity changes to the calculated velocity change for this elastic constant. Since the velocity is calculated in the same manner for the measured data and the Monte Carlo simulation, their agreement is expected. The constant $C_{11}$ constant also has impact on several other acoustic velocities.
Table 5.6.1: Comparison between change in measured $C_{11}$ and velocity as a function of voltage to the calculated velocity change using Monte Carlo simulation.

<table>
<thead>
<tr>
<th>Voltage (V)</th>
<th>Measured $C_{11}$ Change (ppm)</th>
<th>Average Measured Velocity Change (ppm)</th>
<th>Standard Deviation Measured Velocity Change (ppm)</th>
<th>Calculated Velocity Change (± ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>5.4</td>
<td>2.7</td>
<td>5.1</td>
<td>2.5</td>
</tr>
<tr>
<td>384</td>
<td>15.5</td>
<td>7.7</td>
<td>2.9</td>
<td>7.4</td>
</tr>
<tr>
<td>512</td>
<td>15.1</td>
<td>7.6</td>
<td>10.1</td>
<td>7.7</td>
</tr>
<tr>
<td>640</td>
<td>34.7</td>
<td>17.3</td>
<td>4.5</td>
<td>17.3</td>
</tr>
<tr>
<td>768</td>
<td>44.2</td>
<td>22.1</td>
<td>3.9</td>
<td>22.1</td>
</tr>
<tr>
<td>896</td>
<td>65.2</td>
<td>32.5</td>
<td>10.2</td>
<td>32.2</td>
</tr>
</tbody>
</table>

5.6.2 **The Elastic Constant $C_{66}$ Calculations**

Based on the measurements described in 5.4.2, the change in $C_{66}$ was 57.9–173.8 ppm with a measurement standard deviation of 10-48 ppm. With respect to acoustic velocity, the change corresponds to 28.4-86.9 ppm with a measurement standard deviation that varied from 18.9–51.1 ppm over the voltage range of 256 V to 896 V.

The experimental data was related to the Monte Carlo simulation by using the experimental change in $C_{66}$ as an input and calculating changes in the acoustic velocity. The remaining constants are held constant. This calculated velocity change is then related to the experimental velocity change. Table 5.6.2 summarizes the experimental velocity changes to the calculated velocity change for this elastic constant. Since the velocity is calculated in the same manner for the measured data and the Monte Carlo simulation, their agreement is expected.
Table 5.6.2: Comparison between the change in measured $C_{66}$ and velocity as a function of voltage to the calculated velocity change using Monte Carlo simulation.

<table>
<thead>
<tr>
<th>Voltage (V)</th>
<th>Measured $C_{66}$ Change (ppm)</th>
<th>Average Measured Velocity Change (ppm)</th>
<th>Standard Deviation Measured Velocity Change (ppm)</th>
<th>Calculated Velocity Change (± ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>62.1</td>
<td>28.4</td>
<td>45.2</td>
<td>31.0</td>
</tr>
<tr>
<td>384</td>
<td>57.9</td>
<td>43.7</td>
<td>29.5</td>
<td>29</td>
</tr>
<tr>
<td>512</td>
<td>77.3</td>
<td>38.6</td>
<td>36.1</td>
<td>38.6</td>
</tr>
<tr>
<td>640</td>
<td>112.1</td>
<td>56.1</td>
<td>18.9</td>
<td>55.9</td>
</tr>
<tr>
<td>768</td>
<td>92.3</td>
<td>46.2</td>
<td>33.0</td>
<td>46.2</td>
</tr>
<tr>
<td>896</td>
<td>173.8</td>
<td>86.9</td>
<td>51.1</td>
<td>86.9</td>
</tr>
</tbody>
</table>

5.6.3 THE ELASTIC CONSTANT $C_{44}$ CALCULATIONS

Based on the measurements described in 5.4, the change in $C_{44}$ was 5.4–186.3 ppm with a measurement standard deviation of 10–48 ppm. With respect to acoustic velocity, the change corresponds to 2.7–93.8 ppm with a measurement standard deviation that varied from 2–45.5 ppm over the voltage range of 256 V to 896 V. Table 5.6.3 summarizes the experimental velocity changes to the calculated velocity change for this elastic constant.

Table 5.6.3: Comparison between change in measured $C_{44}$ and velocity as a function of voltage to the calculated velocity change using Monte Carlo simulation.

<table>
<thead>
<tr>
<th>Voltage (V)</th>
<th>Measured $C_{44}$ Change (ppm)</th>
<th>Average Measured Velocity Change (ppm)</th>
<th>Standard Deviation Measured Velocity Change (ppm)</th>
<th>Calculated Velocity Change (± ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>21.4</td>
<td>10.7</td>
<td>24.1</td>
<td>1.1</td>
</tr>
<tr>
<td>384</td>
<td>42</td>
<td>17.1</td>
<td>22.2</td>
<td>2.1</td>
</tr>
<tr>
<td>512</td>
<td>82.5</td>
<td>41.7</td>
<td>33.9</td>
<td>4.1</td>
</tr>
<tr>
<td>640</td>
<td>77.7</td>
<td>41.7</td>
<td>33.9</td>
<td>3.9</td>
</tr>
<tr>
<td>768</td>
<td>52.5</td>
<td>25.5</td>
<td>35.1</td>
<td>2.6</td>
</tr>
<tr>
<td>896</td>
<td>30.7</td>
<td>15.3</td>
<td>10.9</td>
<td>1.5</td>
</tr>
</tbody>
</table>
5.7 Piezoelectric Constant Simulations

In order to perform Monte Carlo simulations for \( d_{15} \) and \( d_{22} \), data from the aforementioned elastic constant measurements and \( e_{15} \) and \( e_{22} \) calculations were utilized to carry out the simulation. Material constants that were not measured or calculated, namely \( C_{31}, C_{33}, C_{14}, e_{31} \) and \( e_{33} \), were set to fixed values found in the literature.

5.8 Piezoelectric Constant \( d_{15} \) and \( d_{22} \) Calculations

Equation 5.5.3 was used to calculate \( d_{15} \) and \( d_{22} \). The expanded version of equation 5.5.3 is as follows:

\[
\begin{pmatrix}
0 & d_{22} & d_{31} \\
0 & -d_{22} & d_{31} \\
0 & 0 & d_{33}
\end{pmatrix}
= \begin{pmatrix}
c_{11} & c_{12} & c_{13} & c_{14} & 0 & 0 \\
c_{12} & c_{11} & c_{13} & -c_{14} & 0 & 0 \\
c_{13} & c_{13} & c_{33} & 0 & 0 & 0 \\
c_{14} & -c_{14} & 0 & c_{44} & 0 & 0 \\
0 & 0 & 0 & c_{44} & 2c_{14} & e_{15} \\
0 & 0 & 0 & 2c_{14} & c_{66} & e_{22}
\end{pmatrix}
\begin{pmatrix}
0 & e_{22} & e_{33} \\
0 & -e_{22} & e_{33} \\
0 & 0 & e_{33} \\
0 & 0 & 0 \\
e_{15} & 0 & 0 \\
e_{22} & 0 & 0
\end{pmatrix}^{T}
\] (5.8.1)

For calculating the [d] matrix the respect to the appropriate rotation, the Euler angles \( (0^\circ, 0^\circ, 0^\circ) \) were used. By allowing for variation in the material constants, a standard deviation and average for \( d_{15} \) and \( d_{22} \) were calculated. Kline-McClintock uncertainty analysis was performed on both \( e_{15} \) and \( e_{22} \) based on the data [117]:

90
\[ \pm e_{15} = \sqrt{\left( \frac{\partial e_{15}}{\partial C_{11}} \sigma_{C_{11}} \right)^2 + \left( \frac{\partial e_{15}}{\partial C_{44}} \sigma_{C_{44}} \right)^2 + \left( \frac{\partial e_{15}}{\partial C_{66}} \sigma_{C_{66}} \right)^2 + \left( \frac{\partial e_{15}}{\partial \varepsilon_{xx}} \sigma_{\varepsilon_{xx}} \right)^2 + \left( \frac{\partial e_{15}}{\partial V_{XY}} \sigma_{V_{XY}} \right)^2 + \left( \frac{\partial e_{15}}{\partial V_{YY}} \sigma_{V_{YY}} \right)^2 + \left( \frac{\partial e_{15}}{\partial V_{YZ}} \sigma_{V_{YZ}} \right)^2 + \left( \frac{\partial e_{15}}{\partial V_{ZX}} \sigma_{V_{ZX}} \right)^2} \]

\[ \pm e_{22} = \sqrt{\left( \frac{\partial e_{22}}{\partial C_{11}} \sigma_{C_{11}} \right)^2 + \left( \frac{\partial e_{22}}{\partial C_{44}} \sigma_{C_{44}} \right)^2 + \left( \frac{\partial e_{22}}{\partial C_{66}} \sigma_{C_{66}} \right)^2 + \left( \frac{\partial e_{22}}{\partial \varepsilon_{xx}} \sigma_{\varepsilon_{xx}} \right)^2 + \left( \frac{\partial e_{22}}{\partial V_{XY}} \sigma_{V_{XY}} \right)^2 + \left( \frac{\partial e_{22}}{\partial V_{YY}} \sigma_{V_{YY}} \right)^2 + \left( \frac{\partial e_{22}}{\partial V_{YZ}} \sigma_{V_{YZ}} \right)^2 + \left( \frac{\partial e_{22}}{\partial V_{ZX}} \sigma_{V_{ZX}} \right)^2} \]

The full versions of 5.8.2 and 5.8.3 can be found in the Appendix A3. The standard deviation was calculated, on average, to range from 3.5 to 17.1% for \( e_{15} \) and 0.08-0.11% for \( e_{22} \) over the voltage range of 256–896 V. Using the newly calculated \( e_{15} \) and \( e_{22} \) values and associated errors, equation 5.8.1 was solved to calculate the \( d \) matrix based on measured values. In comparing these calculations to the \( d_{ij} \) terms used in Section 3.7 of chapter 3, it was found that the values calculated from the Monte Carlo are different. The average and standard deviation for \( d_{11} \) and \( d_{61} \) for the 0° X-cut was calculated to be 6.24×10^{-11} m/V ± 0.016×10^{-11} m/V and -0.45×10^{-11} m/V ± 0.016×10^{-11} m/V, respectively. For the Y+ 36° cut, \( d_{11} \) and \( d_{43} \) was calculated to be 4.2391×10^{-11} m/V ± 0.02×10^{-11} m/V and 1.69×10^{-11} m/V ± 0.004×10^{-11} m/V, respectively.

5.9 Discussion and Conclusions

The average and standard deviation for \( d_{11} \) and \( d_{61} \) for the 0° X-cut was calculated to be 6.24×10^{-11} m/V ± 0.016×10^{-11} m/V and 1.78×10^{-11} m/V ± 0.11×10^{-11} m/V, respectively.
11 m/V, respectively. For the Y+ 36° cut, $d_{11}$ and $d_{43}$ was calculated to be $7.73 \times 10^{-11}$ m/V ± $0.12 \times 10^{-11}$ m/V and $3.49 \times 10^{-11}$ m/V ± $0.08 \times 10^{-11}$ m/V, respectively.

Table 5.9.1 shows a summary of the original piezoelectric values used in chapter 3 with what was calculated using measured velocity and constants from this chapter.

Table 5.9.1: Comparison between constants used to model measured values in chapter 3 vs. the calculated values after Monte Carlo simulations.

<table>
<thead>
<tr>
<th>Strain charge constants</th>
<th>$D_{11}$ (X-cut 0°)</th>
<th>$D_{61}$ (X-cut 0°)</th>
<th>$D_{11}$ (Y+36°)</th>
<th>$D_{43}$ (Y+36°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Values used in chapter 3 (Kovacs)</td>
<td>$2.04 \times 10^{-11}$ m/V</td>
<td>$6.75 \times 10^{-11}$ m/V</td>
<td>$3.81 \times 10^{-11}$ m/V</td>
<td>$7.86 \times 10^{-11}$ m/V</td>
</tr>
<tr>
<td>Monte Carlo simulation results</td>
<td>$6.24 \times 10^{-11}$ m/V</td>
<td>$1.78 \times 10^{-11}$ m/V</td>
<td>$7.73 \times 10^{-11}$ m/V</td>
<td>$3.49 \times 10^{-11}$ m/V</td>
</tr>
</tbody>
</table>

When calculating equation 5.8.1 in full, it is important to note that $e_{31}$ and $C_{14}$ are parameters that are not measured in this dissertation but are important in calculating $d_{61}$ and $d_{43}$. From Andrushchak et al., a tabulation of material constants from measurements and previous literature shows that $e_{31}$ variation in values from 0.2 to 0.37 C/m² while $C_{14}$ varied from 7.45-9 GPa [116]. Measurements of $e_{31}$ showed a variation range of 37%-48% in the measured values and $C_{14}$ varied by 1%. Based on these variation ranges, it is possible that both constants would have a great influence on the $d_{61}$ and $d_{43}$ value. When these variations are plugged into the Monte Carlo simulation, with the appropriate Euler angles used for Y+36° cut, $d_{43}$ remains $3.49 \times 10^{-11}$ m/V ± $0.08 \times 10^{-11}$ m/V and $d_{11}$ is $7.71 \times 10^{-11}$ m/V ± $0.12 \times 10^{-11}$ m/V. When the $C_{14}$ and $e_{31}$ variations are plugged into the Monte Carlo simulation, with the appropriate Euler angles used for 0° X-cut, $d_{61}$ remains to $1.77 \times 10^{-11}$ m/V ± $0.11 \times 10^{-11}$ m/V. and $d_{11}$ is $6.24 \times 10^{-11}$ m/V ± $0.016 \times 10^{-11}$ m/V.
From the simulation results, it was found that variation in $e_{31}$ and $C_{14}$ did not have a significant influence on determining the values of $d_{43}$ and $d_{61}$. Thus, measuring $e_{31}$ and $C_{14}$ would not elucidate the problem of more accurately determining the piezoelectric strain charge constants, but potentially further complicate it, at least under DC electric field conditions. To fully characterize $d_{ij}$, further experiments using AC and pulsed voltages are required to fully understand the voltage sensor response. Even though the $d_{ij}$ coefficients were difficult determine using this method described in this dissertation, a more accurate means of determining the elastic constants was achieved using the TIC without the use of fitting routines or additional signal processing techniques [92,116]. Full characterization of the $d_{ij}$ terms with respect to frequency is required in order to use this system to work as a metrology-grade replacement for the NIST-N1 pulsed voltage divider. It would require that more accurate measurement techniques for the piezoelectric constants be sought out that quantify the frequency dependence of the constants.

The data acquisition and analysis in this chapter were performed to determine how material constants and acoustic velocities are influenced by voltage. Both longitudinal and shear wave velocities were measured on several LiNbO$_3$ crystal cuts to determine the stress-charge form piezoelectric coefficients, $e_{15}$ and $e_{22}$, as a function of voltage. From here, the calculated $e_{15}$ and $e_{22}$ constants, along with measured elastic constants and measured velocities, were inputted into a Monte Carlo simulation to determine the rotated strain-charge form piezoelectric constants, $d_{11}$, $d_{61}$, $d_{43}$, function of voltage for $0\degree$ X-cut and $Y+36\degree$-cut LiNbO$_3$. It
was found that a large variation in the piezoelectric constants exists when comparing rotated literature constants and calculating constants from direct measurement. In particular, direct measurements show that $d_{11}$ can differ by 100-200%, $d_{61}$ by 279%, and $d_{43}$ by 125% in comparison to previously rotated measured values. In order for this system to work as a metrology-grade replacement for the NIST-N1 divider, it would require that more accurate measurement techniques for the piezoelectric constants be sought out that quantify the voltage dependence on the constants.
6 CONCLUSION AND FUTURE WORK

This dissertation provides insight into using LiNbO$_3$'s piezoelectric properties to design a direct measurement bulk acoustic wave HV sensor for DC, AC, and pulsed voltage applications. In addition, experiments were carried out to investigate how the crystal response varies as a function of crystal cut as well as shear and longitudinal acoustic wave propagation. Within this comparison, an uncertainty budget of the measurement system was carried out and compared. Furthermore, the piezoelectric and anisotropic nature of LiNbO$_3$ led to measurements of the sensor when under constant pressure and temperature variation. Finally, a systematic study of material constants and velocities of several crystals under the influence of a DC electric field were studied to assess the feasibility of predicting the HV sensor response using material constants as input parameters. Below is a summary of observations and remarks on improvements for future work.

Applying such high voltages to bulk LiNbO$_3$ has never been reported in the literature using the configuration described in this dissertation. To demonstrate the feasibility of this sensor, a Y+36° cut crystal response was found to behave linearly DC field conditions when a DC voltage was applied transversely to the interrogating acoustic wave. This work showed that both single pass and multipass sensing of the acoustic wave is possible using LiNbO$_3$ in such a configuration.

Successful demonstration led to determining the sensor response when voltage was applied in-line with the interrogating acoustic wave. To perform these
measurements an X°-cut crystal and a Y+36° cut crystal were compared. The comparison also provided an understanding of the influence of crystal cut on the sensor response. Results showed that the voltage-induced shift in the acoustic wave propagation time scaled quadratically with voltage for DC and AC voltages applied to X-cut crystals. For the Y+36° crystal, the voltage-induced shift scales linearly with DC voltages and quadratically with AC voltages. For the Y+36° cut, the voltage-induced shift from applying DC voltages ranged from 10–54 ps and 35–778 ps for AC voltages at 640 V over the frequency range of 100 Hz–100 kHz. For 5 μs voltage pulses, the 0° X-cut crystal sensed a voltage induced shift of 0.250–2 ns and the Y+36°-cut crystal sensed a time shift of 0.115–1.6 ns. Thus, to within experimental error, the responses were equivalent. When applying 5 μs voltage pulses to both crystals, the voltage-induced shift scaled linearly with voltage. Using the same conditions as the Y+36° cut, the 0° X-cut crystal sensed a shift of 10–273 ps for DC voltages and 189–813 ps for AC voltage application. For 5 μs voltage pulses, the 0° X-cut crystal sensed a voltage induced shift of 0.250–2 ns and the Y+36°-cut crystal sensed a time shift of 0.115–1.6 ns. This suggests a frequency sensitive response to voltage where the influence of the crystal cut was not a significant contributor under DC, AC, or pulsed voltage conditions. The data presented may help in aiding future modelling efforts in this area. The measured DC data was compared to a 1-D impedance matrix model where the predicted incremental length changed as a function of voltage. This model provided qualitative insight on the complexity of electromechanical coupling between different material systems but simplified the
The anisotropic nature of LiNbO$_3$. The best-case uncertainty budget of the sensor (within a 95% confidence interval) was calculated 0.0033% using an Y+36°-cut crystal and 0.0032% using an X-cut crystal for all the voltage conditions used in this experiment.

However, the previously measured piezoelectric stress-charge constants, $d_{ij}$, that were used to estimate the measured response was found to be inadequate, providing errors of 32% and 60% errors to the response of the X-cut and Y+36°-cut crystal sensor, respectively under DC electric field conditions. Because of this large error in $d_{ij}$, a systematic study of measuring the material constants as a function of voltage was explored that was not previous performed in the literature. As expected, it was found that the elastic constants $C_{11}$, $C_{44}$, and $C_{66}$ had ppm level variation under the influence of an electric field, which is to be expected since pure elastic waves are mechanical in nature. It was found that piezoelectricity active longitudinal wave velocities, in particular $V_{22}$, had smaller errors versus measurements performed on piezoelectricity active shear wave velocities, such as $V_{13}$. Using these velocities and material constants, a Kline-McClintock uncertainty analysis was performed on $e_{15}$ and $e_{22}$ which were used to help determine $d_{ij}$ values. Simulations performed discovered that $d_{11}$ was underestimated by using Kovac's material constants and $d_{61}$ (used in X-cut crystal sensor response) and $d_{43}$ (used in Y+36°-cut crystal sensor response) were underestimated by a factor of three [92]. Using measured values (not under an electric field bias) of $e_{31}$ and $C_{14}$, yielded no improvements in estimating $d_{61}$
and $d_{43}$. With these conclusions in mind, the following recommendations for improvements can be made:

1. One method of improving the sensitivity of the voltage sensor is to use LiNbO$_3$ as a resonator. In this configuration, the resonator would have a higher quality factor, which will increase the measurement sensitivity. As a result of this increased sensitivity, it may be possible to measure lower voltages using a resonator configuration.

2. Although only pulses of 5 µs were measured and the crystal was able to respond, the original NIST-N1 resistive divider was designed to measure 1 µs pulses with ns rise times. With this in mind, resorting back to optical techniques using the Pockels effect or Kerr effect, with additional signal processing of the output, and a low noise laser source might potentially improve the measurement uncertainty of the system [118].

3. An additional study of how the material constants change both as a function of temperature and voltage might further elucidate any errors that were observed in this dissertation. Furthermore, determining the amount of stress applied by the transducers in both the longitudinal wave and shear wave setups would also help in understanding how much stress is actually applied to the crystal. Knowing this information can help better predict the sensor response. Furthermore, a computational model with linear and nonlinear material constants with their associated temperature coefficients may provide deeper insight into the physics occurring under AC and pulsed voltage application.
A. APPENDIX

A.1 CHRISTOFFEL EQUATION SOLUTIONS

X-Cut

Christoffel’s Equation is:

\[ k^2 \left( l_{ik} \left( c_{KL}^E + \frac{[e_{Kj}][l_{ij}]}{l_i e_{ij}^S l_j} \right) l_{lj} \right) v_j = \rho \omega^2 v_i \]

First, we will solve the denominator in the inner bracket:

\[ (1 \ 0 \ 0) \begin{pmatrix} \epsilon_x & 0 & 0 \\ 0 & \epsilon_y & 0 \\ 0 & 0 & \epsilon_z \end{pmatrix} \begin{pmatrix} 1 \\ 0 \end{pmatrix} \]

\[ l_i e_{ij}^S l_j = \epsilon_x \]

The numerator in the inner bracket is:

\[ e_{Kj} l_j = \begin{pmatrix} 0 & 0 & 0 & e_{15} & e_{22} \\ e_{22} & -e_{22} & 0 & 0 & e_{15} \\ e_{31} & e_{31} & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} 1 \\ 0 \end{pmatrix} \]

\[ l_i e_{ij} = (1 \ 0 \ 0) \begin{pmatrix} 0 & 0 & 0 & 0 & e_{15} & e_{22} \\ e_{22} & -e_{22} & 0 & e_{15} & 0 & 0 \\ e_{31} & e_{31} & e_{33} & 0 & 0 & 0 \end{pmatrix} \]

Multiplication of these two portions becomes:

\[ [e_{Kj} l_j][l_i e_{ij}] = \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & e_{15}^2 & e_{15} e_{22} & 0 \\ 0 & 0 & 0 & 0 & 0 & 2 e_{15} e_{22} \end{pmatrix} \]
Completion of the inner bracket sum and dividing by $\varepsilon_x$ becomes:

$$\left\{ c_{KL}^{E} + \left[ \frac{e_{K}l_{K}}{l_{I}e_{I}^{2}l_{J}} \right] l_{I} e_{I} l_{J} \right\} = \begin{pmatrix} c_{11} & c_{12} & c_{13} & c_{14} & 0 & 0 \\ c_{12} & c_{11} & c_{13} & -c_{14} & 0 & 0 \\ c_{13} & c_{13} & c_{33} & 0 & 0 & 0 \\ c_{14} & -c_{14} & 0 & c_{44} & 0 & 0 \\ 0 & 0 & 0 & 0 & c_{44} + \frac{e_{15}^{2}e_{22}}{\varepsilon_{X}} & c_{44} + \frac{e_{15}e_{22}}{\varepsilon_{X}} \\ 0 & 0 & 0 & 0 & c_{44} + \frac{e_{15}e_{22}}{\varepsilon_{X}} & c_{66} + \frac{e_{22}}{\varepsilon_{X}} \end{pmatrix}$$

Multiply bracket by $l_{IK}$ and $l_{LJ}$

$$\begin{pmatrix} c_{11} & c_{12} & c_{13} & c_{14} & 0 & 0 \\ c_{12} & c_{11} & c_{13} & -c_{14} & 0 & 0 \\ c_{13} & c_{13} & c_{33} & 0 & 0 & 0 \\ c_{14} & -c_{14} & 0 & c_{44} & 0 & 0 \\ 0 & 0 & 0 & 0 & c_{44} + \frac{e_{15}^{2}e_{22}}{\varepsilon_{X}} & c_{44} + \frac{e_{15}e_{22}}{\varepsilon_{X}} \\ 0 & 0 & 0 & 0 & c_{44} + \frac{e_{15}e_{22}}{\varepsilon_{X}} & c_{66} + \frac{e_{22}}{\varepsilon_{X}} \end{pmatrix} \begin{pmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 1 & 0 \end{pmatrix} = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 1 & 0 \end{pmatrix}$$

Christoffel’s equation with 3 x 3 solution

$$k^{2} \begin{pmatrix} c_{11} & 0 & 0 \\ 0 & c_{66} + \frac{e_{22}}{\varepsilon_{X}} & c_{14} + \frac{e_{15}e_{22}}{\varepsilon_{X}} \\ 0 & c_{14} + \frac{e_{15}e_{22}}{\varepsilon_{X}} & c_{44} + \frac{e_{33}}{\varepsilon_{X}} \end{pmatrix} v_{j} = \rho \omega^{2} v_{i}$$

Solving for eigenvalues yields:

X-propagation, X-polarization

$$\rho v_{x,x}^{2} = c_{11}$$
**X-propagation, Y-polarization**

\[
\rho V_{x,y}^2 = \frac{e_{15}^2 + e_{22}^2 + c_{44} \varepsilon_x + c_{66} \varepsilon_x -}{2 \varepsilon_x} \sqrt{(-e_{15}^2 - e_{22}^2 - c_{44} \varepsilon_x - c_{66} \varepsilon_x)^2 - 4(c_{66} e_{15}^2 \varepsilon_x - 2 c_{14} e_{15} e_{22} \varepsilon_x + c_{44} e_{22}^2 \varepsilon_x - c_{14}^2 e_x^2 + c_{44} c_{66} e_x^2)}
\]

**X–propagation, Z-polarization**

\[
\rho V_{x,z}^2 = \frac{e_{15}^2 + e_{22}^2 + c_{44} \varepsilon_x + c_{66} \varepsilon_x +}{2 \varepsilon_x} \sqrt{(-e_{15}^2 - e_{22}^2 - c_{44} \varepsilon_x - c_{66} \varepsilon_x)^2 - 4(c_{66} e_{15}^2 \varepsilon_x - 2 c_{14} e_{15} e_{22} \varepsilon_x + c_{44} e_{22}^2 \varepsilon_x - c_{14}^2 e_x^2 + c_{44} c_{66} e_x^2)}
\]

**Y-Cut**

First, we will solve the denominator in the inner bracket:

\[
(0 \ 1 \ 0) \begin{pmatrix} e_x & 0 & 0 \\ 0 & e_y & 0 \\ 0 & 0 & e_z \end{pmatrix} \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix} = l_i \varepsilon_i l_j = e_y
\]

The numerator in the inner bracket is:

\[
e_{Kj} l_j = \begin{pmatrix} 0 & 0 & 0 & e_{15} & e_{22} \\ e_{22} & -e_{22} & 0 & 0 & 0 \\ e_{31} & e_{31} & e_{33} & 0 & 0 \end{pmatrix} \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix}
\]

Multiplication of these two portions becomes:

\[
[e_{Kj} l_j][l_i e_{ii}] = \begin{pmatrix} e_{22}^2 & -e_{22}^2 & 0 & e_{15} e_{22} & 0 & 0 \\ -e_{22}^2 & e_{22}^2 & 0 & -e_{15} e_{22} & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ e_{15} e_{22} & -e_{15} e_{22} & 0 & e_{15}^2 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}
\]
Completion of the inner bracket sum and dividing by $\varepsilon_y$ becomes:

$$
C_{KL}^E + \frac{[e_{KJ}^L]_i}{l^i e_{ij}^L} = \left( \begin{array}{cccccc}
  c_{11} + \frac{e_{22}^2}{\varepsilon_y} & c_{12} - \frac{e_{22}^2}{\varepsilon_y} & c_{13} & c_{14} + \frac{e_{15}e_{22}}{\varepsilon_y} & 0 & 0 \\
  c_{12} - \frac{e_{22}^2}{\varepsilon_y} & c_{11} + \frac{e_{22}^2}{\varepsilon_y} & c_{13} & -c_{14} - \frac{e_{15}e_{22}}{\varepsilon_y} & 0 & 0 \\
  c_{13} & c_{13} & c_{33} & 0 & 0 & 0 \\
  c_{14} + \frac{e_{15}e_{22}}{\varepsilon_y} & -c_{14} - \frac{e_{15}e_{22}}{\varepsilon_y} & 0 & c_{44} + \frac{e_{15}^2}{\varepsilon_y} & 0 & 0 \\
  0 & 0 & 0 & 0 & c_{44} & c_{14} \\
  0 & 0 & 0 & 0 & c_{14} & c_{66}
\end{array} \right)
$$

Multiply bracket by $l_{iK}$ and $l_{LJ}$

$$
\left( \begin{array}{cccccc}
  0 & 0 & 0 & 0 & 1 \\
  0 & 1 & 0 & 0 & 0 \\
  0 & 0 & 1 & 0 & 0 \\
  c_{11} + \frac{e_{22}^2}{\varepsilon_y} & c_{12} - \frac{e_{22}^2}{\varepsilon_y} & c_{13} & c_{14} + \frac{e_{15}e_{22}}{\varepsilon_y} & 0 & 0 \\
  c_{12} - \frac{e_{22}^2}{\varepsilon_y} & c_{11} + \frac{e_{22}^2}{\varepsilon_y} & c_{13} & -c_{14} - \frac{e_{15}e_{22}}{\varepsilon_y} & 0 & 0 \\
  c_{13} & c_{13} & c_{33} & 0 & 0 & 0 \\
  c_{14} + \frac{e_{15}e_{22}}{\varepsilon_y} & -c_{14} - \frac{e_{15}e_{22}}{\varepsilon_y} & 0 & c_{44} + \frac{e_{15}^2}{\varepsilon_y} & 0 & 0 \\
  0 & 0 & 0 & 0 & c_{44} & c_{14} \\
  0 & 0 & 0 & 0 & c_{14} & c_{66}
\end{array} \right)\left( \begin{array}{cccc}
  0 & 0 & 0 & 0 \\
  0 & 1 & 0 & 0 \\
  0 & 0 & 0 & 1 \\
  1 & 0 & 0 & 0 \\
  0 & 0 & 1 & 0 \\
  0 & 0 & 0 & 0
\end{array} \right)
$$

Christoffel's equation with 3 x 3 solution

$$
k^2 \left( \begin{array}{ccc}
  c_{66} & 0 & 0 \\
  0 & c_{11} + \frac{e_{22}^2}{\varepsilon_y} & -c_{14} - \frac{e_{15}e_{22}}{\varepsilon_y} \\
  0 & -c_{14} - \frac{e_{15}e_{22}}{\varepsilon_y} & c_{44} + \frac{e_{15}^2}{\varepsilon_y}
\end{array} \right) v_j = \rho \omega^2 v_i
$$

Y-propagation, X-polarization

$$
\rho V_y^2 = c_{66}
$$
\[ \rho V_{y,y}^2 = \sqrt{(e_{15}^2 + e_{22}^2 + (c_{11} + c_{44})\varepsilon_y)^2 - 4\varepsilon_y \left(-2c_{14}e_{15}e_{22} + c_{44}e_{22}^2 - c_{14}^2\varepsilon_y + c_{11}(e_{15}^2 + c_{44}^2\varepsilon_y)\right)} \]

\[ \rho V_{y,z}^2 = \sqrt{(e_{15}^2 + e_{22}^2 + (c_{11} + c_{44})\varepsilon_y)^2 - 4\varepsilon_y \left(-2c_{14}e_{15}e_{22} + c_{44}e_{22}^2 - c_{14}^2\varepsilon_y + c_{11}(e_{15}^2 + c_{44}^2\varepsilon_y)\right)} \]

**Z-Cut**

First, we will solve the denominator in the inner bracket:

\[
\begin{pmatrix}
0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
e_x & 0 & 0 \\
0 & e_y & 0 \\
0 & 0 & e_z
\end{pmatrix}
\begin{pmatrix}
0 \\
0 \\
1
\end{pmatrix}
= l_i e_{ij}^5 l_j = \varepsilon_z
\]

The numerator in the inner bracket is:

\[
e_{Kj} l_j =
\begin{pmatrix}
0 & 0 & 0 & 0 & e_{15} & e_{22} \\
e_{22} & -e_{22} & 0 & e_{15} & 0 & 0 \\
e_{311} & e_{31} & e_{33} & 0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix}
\]

\[
l_i e_{ll} = (0 \ 0 \ 1)
\begin{pmatrix}
e_{22} & -e_{22} & 0 & e_{15} & 0 & 0 \\
e_{311} & e_{31} & e_{33} & 0 & 0 & 0
\end{pmatrix}
\]
Multiplication of these two portions becomes:

\[
\left[ e_{K,l} \right] \left[ l_{i} e_{i,j} \right] = \begin{pmatrix}
    e_{31}^2 & e_{31}^2 & e_{31} e_{33} & 0 & 0 \\
    e_{31}^2 & e_{31}^2 & e_{31} e_{33} & 0 & 0 \\
    e_{31} e_{33} & e_{31} e_{33} & e_{33}^2 & 0 & 0 \\
    0 & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

Z-propagation, X-polarization and Y-Polarization

\[
\rho V_{2x,y}^2 = C_{44}
\]

Z-propagation, Z-polarization

\[
\rho V_{2z,z}^2 = C_{33} + \frac{e_{33}^2}{\varepsilon_z}
\]

Completion of the inner bracket sum and dividing by \(\varepsilon_z\) becomes:

\[
\begin{pmatrix}
    c_{11} + \frac{e_{31}^2}{\varepsilon_z} & c_{12} + \frac{e_{31}^2}{\varepsilon_z} & c_{13} + \frac{e_{31} e_{33}}{\varepsilon_z} & c_{14} & 0 & 0 \\
    c_{12} + \frac{e_{31}^2}{\varepsilon_z} & c_{11} + \frac{e_{31}^2}{\varepsilon_z} & c_{13} + \frac{e_{31} e_{33}}{\varepsilon_z} & -c_{14} & 0 & 0 \\
    c_{13} + \frac{e_{31} e_{33}}{\varepsilon_z} & c_{13} + \frac{e_{31} e_{33}}{\varepsilon_z} & c_{33} + \frac{e_{33}^2}{\varepsilon_z} & 0 & 0 & 0 \\
    c_{14} & -c_{14} & 0 & c_{44} & c_{14} & 0 & 0 \\
    0 & 0 & 0 & 0 & 0 & 0 & c_{44} & c_{14} & c_{66}
\end{pmatrix}
\]

Multiply bracket by \(l_{ik}\) and \(l_{lj}\)

\[
\begin{pmatrix}
    0 & 0 & 0 & 0 & 1 & 0 \\
    0 & 0 & 0 & 1 & 0 & 0 \\
    0 & 0 & 1 & 0 & 0 & 0
\end{pmatrix}
\]
Christoffel’s equation with 3 x 3 solution:

\[ k^2 \begin{pmatrix} c_{44} & 0 & 0 \\ 0 & c_{44} & 0 \\ 0 & 0 & c_{33} + \frac{\epsilon_{33}^2}{\epsilon_z} \end{pmatrix} v_j = \rho \omega^2 v_i \]

A.2 Kline-McClintock Uncertainty Calculations for \( E_{15} \) and \( E_{22} \)

\( e_{15} \)

\[ e_{15} = \sqrt{(-c_{44} + \frac{-\rho^2 V_{12}^2 V_{13}^2 + \rho^2 V_{22}^2 V_{23}^2}{c_{11} - c_{66}})\epsilon_o \epsilon_{xx}} \]

\[ \pm e_{15} = \sqrt{\left( \frac{\partial e_{15}}{\partial c_{44}} \sigma_{c_{44}} \right)^2 + \left( \frac{\partial e_{15}}{\partial c_{44}} \sigma_{c_{66}} \right)^2 + \left( \frac{\partial e_{15}}{\partial \epsilon_o} \sigma_{\epsilon_o} \right)^2 + \left( \frac{\partial e_{15}}{\partial \epsilon_{xx}} \sigma_{\epsilon_{xx}} \right)^2 + \left( \frac{\partial e_{15}}{\partial V_{12}} \sigma_{V_{12}} \right)^2 + \left( \frac{\partial e_{15}}{\partial V_{13}} \sigma_{V_{13}} \right)^2 + \left( \frac{\partial e_{15}}{\partial V_{22}} \sigma_{V_{22}} \right)^2 + \left( \frac{\partial e_{15}}{\partial V_{23}} \sigma_{V_{23}} \right)^2} \]

\[ \frac{de_{15}}{dc_{44}} = -\frac{\epsilon_o \epsilon_{xx}}{2 \sqrt{(-c_{44} + \frac{-\rho^2 V_{12}^2 V_{13}^2 + \rho^2 V_{22}^2 V_{23}^2}{c_{11} - c_{66}})\epsilon_o \epsilon_{xx}}} \]

\[ \frac{de_{15}}{dc_{66}} = \frac{(-\rho^2 V_{12}^2 V_{13}^2 + \rho^2 V_{22}^2 V_{23}^2)\epsilon_o \epsilon_{xx}}{2(c_{11} - c_{66})^2 \sqrt{(-c_{44} + \frac{-\rho^2 V_{12}^2 V_{13}^2 + \rho^2 V_{22}^2 V_{23}^2}{c_{11} - c_{66}})\epsilon_o \epsilon_{xx}}} \]
\[
\begin{align*}
de_{15} \frac{d}{dc_{11}} &= -\frac{(-\rho^2 V_{12}^2 V_{13}^2 + \rho^2 V_{22}^2 V_{23}^2)\epsilon_o\epsilon_{xx}}{2(C_{11} - C_{66})^2 \sqrt{(-C_{44} + \frac{-\rho^2 V_{12}^2 V_{13}^2 + \rho^2 V_{22}^2 V_{23}^2}{C_{11} - C_{66}})\epsilon_o\epsilon_{xx}}} \\
de_{15} \frac{d}{dV_{12}} &= -\frac{\rho^2 V_{12}^2 V_{13}^2\epsilon_o\epsilon_{xx}}{(C_{11} - C_{66}) \sqrt{(-C_{44} + \frac{-\rho^2 V_{12}^2 V_{13}^2 + \rho^2 V_{22}^2 V_{23}^2}{C_{11} - C_{66}})\epsilon_o\epsilon_{xx}}} \\
de_{15} \frac{d}{dV_{13}} &= -\frac{\rho^2 V_{12}^2 V_{13}^2\epsilon_o\epsilon_{xx}}{(C_{11} - C_{66}) \sqrt{(-C_{44} + \frac{-\rho^2 V_{12}^2 V_{13}^2 + \rho^2 V_{22}^2 V_{23}^2}{C_{11} - C_{66}})\epsilon_o\epsilon_{xx}}} \\
de_{15} \frac{d}{dV_{22}} &= \frac{\rho^2 V_{22}^2 V_{23}^2\epsilon_o\epsilon_{xx}}{(C_{11} - C_{66}) \sqrt{(-C_{44} + \frac{-\rho^2 V_{12}^2 V_{13}^2 + \rho^2 V_{22}^2 V_{23}^2}{C_{11} - C_{66}})\epsilon_o\epsilon_{xx}}} \\
de_{15} \frac{d}{dV_{23}} &= \frac{\rho^2 V_{22}^2 V_{23}^2\epsilon_o\epsilon_{xx}}{(C_{11} - C_{66}) \sqrt{(-C_{44} + \frac{-\rho^2 V_{12}^2 V_{13}^2 + \rho^2 V_{22}^2 V_{23}^2}{C_{11} - C_{66}})\epsilon_o\epsilon_{xx}}} \\
de_{15} \frac{d}{d\epsilon_{xx}} &= \frac{(-C_{44} + \frac{-\rho^2 V_{12}^2 V_{13}^2 + \rho^2 V_{22}^2 V_{23}^2}{C_{11} - C_{66}})\epsilon_o}{2 \sqrt{(-C_{44} + \frac{-\rho^2 V_{12}^2 V_{13}^2 + \rho^2 V_{22}^2 V_{23}^2}{C_{11} - C_{66}})\epsilon_o\epsilon_{xx}}} \\
e_{22} &= \frac{\epsilon_o(-C_{11} - C_{44} + \rho(V_{22}^2 + V_{23}^2) - \frac{e_{15}^2}{\epsilon_o\epsilon_{xx}})\epsilon_{xx}}{\sqrt{\epsilon_o(-C_{11} - C_{44} + \rho(V_{22}^2 + V_{23}^2) - \frac{e_{15}^2}{\epsilon_o\epsilon_{xx}})\epsilon_{xx}}}
\end{align*}
\]
\[ \pm e_{22} = \left[ \left( \frac{\partial e_{15}}{\partial C_{11}} \sigma_{C_{11}} \right)^2 + \left( \frac{\partial e_{15}}{\partial C_{44}} \sigma_{C_{44}} \right)^2 + \left( \frac{\partial e_{15}}{\partial \epsilon_{xx}} \sigma_{\epsilon_{xx}} \right)^2 \right]^{\frac{1}{2}} + \left( \frac{\partial e_{15}}{\partial V_{x,y}} \sigma_{V_{x,y}} \right)^2 + \left( \frac{\partial e_{15}}{\partial V_{y,x}} \sigma_{V_{y,x}} \right)^2 + \left( \frac{\partial e_{15}}{\partial V_{y,z}} \sigma_{V_{y,z}} \right)^2 \]

\[
\frac{de_{22}}{dc_{44}} = -\frac{e_{0}\epsilon_{xx}}{2\sqrt{e_{0}(-C_{11} - C_{44} + \rho(V_{22}^2 + V_{23}^2) - \frac{e_{15}^2}{e_{0}\epsilon_{xx}})}\epsilon_{xx}}
\]

\[
\frac{de_{22}}{dc_{11}} = -\frac{e_{0}\epsilon_{xx}}{2\sqrt{e_{0}(-C_{11} - C_{44} + \rho(V_{22}^2 + V_{23}^2) - \frac{e_{15}^2}{e_{0}\epsilon_{xx}})}\epsilon_{xx}}
\]

\[
\frac{de_{22}}{dV_{23}} = \frac{\rho V_{23} e_{0}\epsilon_{xx}}{\sqrt{e_{0}(-C_{11} - C_{44} + \rho(V_{22}^2 + V_{23}^2) - \frac{e_{15}^2}{e_{0}\epsilon_{xx}})}\epsilon_{xx}}
\]

\[
\frac{de_{22}}{dV_{22}} = \frac{\rho V_{22} e_{0}\epsilon_{xx}}{\sqrt{e_{0}(-C_{11} - C_{44} + \rho(V_{22}^2 + V_{23}^2) - \frac{e_{15}^2}{e_{0}\epsilon_{xx}})}\epsilon_{xx}}
\]

\[
\frac{de_{22}}{de_{15}} = -\frac{e_{15}}{\sqrt{e_{0}(-C_{11} - C_{44} + \rho(V_{22}^2 + V_{23}^2) - \frac{e_{15}^2}{e_{0}\epsilon_{xx}})}\epsilon_{xx}}
\]
A.3 Uncertainty Budgets for DC, AC, and Pulsed Voltages

Estimated uncertainty for voltage measurements based on 0° X-cut crystal for DC and AC measurements.

<table>
<thead>
<tr>
<th>Description</th>
<th>Magnitude</th>
<th>Distribution</th>
<th>Degree of Freedom</th>
<th>Divisor</th>
<th>Standard Uncertainty</th>
<th>Uncertainty Type</th>
<th>Contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crystal Response From DC/AC Voltage</td>
<td>1.73E-06</td>
<td>Normal</td>
<td>4</td>
<td>1</td>
<td>1.73E-06</td>
<td>A</td>
<td>0.01%</td>
</tr>
<tr>
<td>10 MHz External Timebase</td>
<td>3.33E-13</td>
<td>Expanded (k=3)</td>
<td>30</td>
<td>3</td>
<td>1.11E-13</td>
<td>B</td>
<td>0.00%</td>
</tr>
<tr>
<td>Temperature of Crystal</td>
<td>1.57E-04</td>
<td>Normal</td>
<td>30</td>
<td>1</td>
<td>1.57E-04</td>
<td>B</td>
<td>97.99%</td>
</tr>
<tr>
<td>Crystal Dimensions</td>
<td>3.80E-05</td>
<td>Rectangular</td>
<td>30</td>
<td>1.732</td>
<td>2.19E-05</td>
<td>B</td>
<td>1.91%</td>
</tr>
<tr>
<td>Time Interval Counter</td>
<td>8.02E-06</td>
<td>Rectangular</td>
<td>30</td>
<td>1.732</td>
<td>4.63E-06</td>
<td>B</td>
<td>0.09%</td>
</tr>
</tbody>
</table>

Notes:
- Combined A & B Standard Uncertainty: 1.59E-04
- Effective Degrees of Freedom: 31
- Coverage Factor (k): 2.04
- The time interval counter used was a Stanford Research Systems SRS 620
- The multicalibrator used was a Fluke 5700
- Expanded Combined Uncertainty: 3.24E-04

Estimated uncertainty for voltage measurements based on Y+36° cut crystal for DC and AC measurements.

<table>
<thead>
<tr>
<th>Description</th>
<th>Magnitude</th>
<th>Distribution</th>
<th>Degree of Freedom</th>
<th>Divisor</th>
<th>Standard Uncertainty</th>
<th>Uncertainty Type</th>
<th>Contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crystal Response From DC/AC Voltage</td>
<td>1.73E-06</td>
<td>Normal</td>
<td>4</td>
<td>1</td>
<td>1.73E-06</td>
<td>A</td>
<td>0.00%</td>
</tr>
<tr>
<td>10 MHz External Timebase</td>
<td>3.33E-13</td>
<td>Expanded (k=3)</td>
<td>30</td>
<td>3</td>
<td>1.11E-13</td>
<td>B</td>
<td>0.00%</td>
</tr>
<tr>
<td>Temperature of Crystal</td>
<td>1.50E-04</td>
<td>Normal</td>
<td>30</td>
<td>1</td>
<td>1.50E-04</td>
<td>B</td>
<td>99.95%</td>
</tr>
<tr>
<td>Crystal Dimensions</td>
<td>3.80E-05</td>
<td>Rectangular</td>
<td>30</td>
<td>1.732</td>
<td>2.19E-05</td>
<td>B</td>
<td>0.05%</td>
</tr>
<tr>
<td>Time Interval Counter</td>
<td>8.02E-06</td>
<td>Rectangular</td>
<td>30</td>
<td>1.732</td>
<td>4.63E-06</td>
<td>B</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

Notes:
- Combined A & B Standard Uncertainty: 1.51E-04
- Effective Degrees of Freedom: 32
- Coverage Factor (k): 2.04
- The time interval counter used was a Stanford Research Systems SRS 620
- The multicalibrator used was a Fluke 5700
- Expanded Combined Uncertainty: 3.08E-04
Estimated uncertainty for voltage measurements based on $0^\circ$ X-cut crystal for pulsed voltage measurements.

<table>
<thead>
<tr>
<th>Description</th>
<th>Magnitude</th>
<th>Distribution</th>
<th>Degree of Freedom</th>
<th>Divisor</th>
<th>Standard Uncertainty</th>
<th>Uncertainty Type</th>
<th>Contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crystal Response From DC/AC Voltage</td>
<td>1.88E-05</td>
<td>Normal</td>
<td>4</td>
<td>1</td>
<td>1.88E-05</td>
<td>A</td>
<td>0.02%</td>
</tr>
<tr>
<td>10 MHz External Timebase</td>
<td>3.33E-13</td>
<td>Expanded (k=3)</td>
<td>30</td>
<td>3</td>
<td>1.11E-13</td>
<td>B</td>
<td>0.00%</td>
</tr>
<tr>
<td>Temperature of Crystal</td>
<td>1.50E-04</td>
<td>Normal</td>
<td>30</td>
<td>1</td>
<td>1.50E-04</td>
<td>B</td>
<td>99.93%</td>
</tr>
<tr>
<td>Crystal Dimensions</td>
<td>3.80E-05</td>
<td>Rectangular</td>
<td>30</td>
<td>1.732</td>
<td>2.19E-05</td>
<td>B</td>
<td>0.05%</td>
</tr>
<tr>
<td>Time Interval Counter</td>
<td>8.02E-06</td>
<td>Rectangular</td>
<td>30</td>
<td>1.732</td>
<td>4.63E-06</td>
<td>B</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

Notes:
- Combined A & B Standard Uncertainty 1.53E-04
- DC and AC Voltage Uncertainty Measurements

Effective Degrees of Freedom 32
The time interval counter used was a Stanford Research Systems SRS 620
Coverage Factor (k) 2.04
The multicalibrator used was a Fluke 5700

Expanded Combined Uncertainty 3.112E-04

Estimated uncertainty for voltage measurements based on $Y+36^\circ$ cut crystal for Pulsed measurements.

<table>
<thead>
<tr>
<th>Description</th>
<th>Magnitude</th>
<th>Distribution</th>
<th>Degree of Freedom</th>
<th>Divisor</th>
<th>Standard Uncertainty</th>
<th>Uncertainty Type</th>
<th>Contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crystal Response From DC/AC Voltage</td>
<td>3.70E-05</td>
<td>Normal</td>
<td>4</td>
<td>1</td>
<td>3.70E-05</td>
<td>A</td>
<td>0.31%</td>
</tr>
<tr>
<td>10 MHz External Timebase</td>
<td>3.33E-13</td>
<td>Expanded (k=3)</td>
<td>30</td>
<td>3</td>
<td>1.11E-13</td>
<td>B</td>
<td>0.00%</td>
</tr>
<tr>
<td>Temperature of Crystal</td>
<td>1.57E-04</td>
<td>Normal</td>
<td>30</td>
<td>1</td>
<td>1.57E-04</td>
<td>B</td>
<td>99.66%</td>
</tr>
<tr>
<td>Crystal Dimensions</td>
<td>3.80E-05</td>
<td>Rectangular</td>
<td>30</td>
<td>1.732</td>
<td>2.19E-05</td>
<td>B</td>
<td>0.04%</td>
</tr>
<tr>
<td>Time Interval Counter</td>
<td>8.02E-06</td>
<td>Rectangular</td>
<td>30</td>
<td>1.732</td>
<td>4.63E-06</td>
<td>B</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

Notes:
- Combined A & B Standard Uncertainty 1.63E-04
- DC and AC Voltage Uncertainty Measurements

Effective Degrees of Freedom 32
The time interval counter used was a Stanford Research Systems SRS 620
Coverage Factor (k) 2.04
The multicalibrator used was a Fluke 5700

Expanded Combined Uncertainty 3.323E-04
A.4 LiNbO₃ Constants [Warner et al., Ref. 113]

Elasticity matrix, $C$ [Pa]

$$
\begin{bmatrix}
2.03 \times 10^{11} & 0.53 \times 10^{11} & 0.75 \times 10^{11} & 0.9 \times 10^{10} & 0 & 0 \\
0.53 \times 10^{11} & 2.03 \times 10^{11} & 0.75 \times 10^{11} & -0.9 \times 10^{10} & 0 & 0 \\
0.75 \times 10^{11} & 0.75 \times 10^{11} & 2.45 \times 10^{11} & 0 & 0 & 0 \\
0.9 \times 10^{10} & -0.9 \times 10^{10} & 0 & 6.0 \times 10^{10} & 0 & 0 \\
0 & 0 & 0 & 0 & 6.0 \times 10^{10} & 0.9 \times 10^{10} \\
0 & 0 & 0 & 0 & 0.9 \times 10^{10} & 0.75 \times 10^{11}
\end{bmatrix}
$$

Piezoelectric matrix, $e$ [C/m²]

$$
\begin{bmatrix}
0 & 0 & 0 & 0 & 3.7 & -2.5 \\
-2.5 & 2.5 & 0 & 3.7 & 0 & 0 \\
0.2 & 0.2 & 1.3 & 0 & 0 & 0
\end{bmatrix}
$$

Relative permittivity matrix, $\varepsilon_r$

$$
\begin{bmatrix}
38.958 & 0 & 0 \\
0 & 38.958 & 0 \\
0 & 0 & 25.677
\end{bmatrix}
$$
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