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ABSTRACT
For 2 ≤ p < 4, we study the Lp norms of restrictions of eigenfunctions of the

Laplace-Beltrami operator on smooth compact 2-dimensional Riemannian manifolds.
Burq, Gérard, and Tzvetkov [12], and Hu [21] found eigenfunction restriction esti-
mates for a curve with nonvanishing geodesic curvatures. We will explain how the
proof of the known estimates helps us to consider the case where the given smooth
compact Riemannian manifold has nonpositive sectional curvatures. For p = 4, we
will also obtain a logarithmic analogous estimate, by using arguments in Xi and
Zhang [37], Sogge [33], and Bourgain [10].

At the end of this dissertation, we will talk about a future work, which is a follow
up study for higher dimensional analogues of the above curve cases.
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Chapter 1

Introduction

Let (M, g) be a smooth compact n-dimensional Riemannian manifold without bound-
ary and Σ a k-dimensional embedded submanifold. We denote by ∆g the associated
negative Laplace-Beltrami operator on M . By the compactness of M , the spectrum
of −∆g is discrete. If eλ is any L2 normalized eigenfunction, then we write

∆geλ = −λ2eλ, ∥eλ∥L2(M) = 1, λ ≥ 0.

Here Lp(M) is the space of Lp functions with respect to the Riemannian measure.
There have been many ways of measuring possible concentrations of the eigenfunctions
of the Laplace-Beltrami operator on a manifold so far. One of the ways of measuring
the possible concentrations of eλ on a manifold is to study the possible growth of
the Lp norm of the restrictions of eλ to submanifolds of M . This dissertation deals
with the concentrations of the restrictions of eλ to a curve with nonvanishing geodesic
curvatures of 2-dimensional manifold M .

We first review the previous results. We consider the operator 1[λ,λ+h(λ)](
√

−∆g),

which projects a function onto all eigenspaces of
√
−∆g whose corresponding eigen-

value lies in [λ, λ+h(λ)], which are approximations to eigenfunctions, or quasimodes
in the sense that

∥(∆g + λ2)1[λ,λ+h(λ)](
√

−∆g)f∥L2(M) ≤ Cλh(λ)∥f∥L2(M), 0 ≤ h(λ) ≤ C ′,

for some uniform constant C,C ′ > 0. We will review the construction of
√

−∆g in
Chapter 2. Recall that the exact eigenfunctions can also be considered as quasimodes
in that

1[λ,λ+h(λ)](
√
−∆g)eλ = eλ.

For h(λ) ≡ 1 case, there are well-known estimates of Sogge [29] which state that, for
a uniform constant C > 0 depending only on M ,

∥1[λ,λ+1](
√

−∆g)∥L2(M)→Lp(M) ≤ Cλδ(p,n), λ ≥ 1, (1.1)
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where

δ(p, n) =

{
n−1
2

− n
p
, if pc ≤ p ≤ ∞,

n−1
2

(
1
2
− 1

p

)
, if 2 ≤ p ≤ pc,

pc =
2(n+ 1)

n− 1
.

It follows immediately that

∥eλ∥Lp(M) ≤ Cλδ(p,n). (1.2)

The exponent pc is a so-called “critical” exponent. The work of Sogge [29] (see
also [30, pp.142-145]) also showed that the estimates (1.1) are sharp in that, for all
λ ≥ 1, there exist a function fλ, or a quasimode, such that

∥1[λ,λ+1](
√

−∆g)fλ∥Lp(M) ≥ cλδ(p,n)∥fλ∥L2(M), for some uniform c > 0.

Sogge [28] showed that the estimates (1.2) are sharp for an infinite family of exact
eigenfunctions eλ in that

∥eλ∥Lp(Sn) ≥ cλδ(p,n), for some uniform c > 0,

where M is the round sphere. Specifically, the pc ≤ p ≤ ∞ case is saturated by a
sequence of the zonal harmonics on the sphere, whereas 2 ≤ p ≤ pc case is sharp
due to the highest weight spherical harmonics on the sphere. The estimates (1.1)
or (1.2) are sometimes called “universal estimates” since they are satisfied on any
smooth compact Riemannian manifold. If one assumes nonpositive curvatures or no
conjugate points onM , the phenomenas are a bit different. For example, the geodesic
flow in negatively curved manifolds behave chaotically, and so, there may be smaller
concentration of the restrictions of eigenfunctions of the Laplace-Beltrami operator
to geodesics in the negatively curved manifolds.

If (M, g) has nonpositive sectional curvatures, we have some estimates of the case
h(λ) = (log λ)−1

∥1[λ,λ+(log λ)−1](
√

−∆g)∥L2(M)→Lp(M) ≤ Cp
λδ(p,n)

(log λ)σ(p,n)
, (1.3)

for some constant σ(p, n) > 0. By using methods of Bérard [3], Hassell and Tacy
showed in [19] that the estimates (1.3) hold for σ(p, n) = 1

2
with pc < p ≤ ∞.

This case was also recently investigated by Canzani and Galkowski [13] under more
general hypotheses. The case 2 < p ≤ pc was investigated by Blair and Sogge [7–9],
Sogge [31], and Sogge and Zelditch [34].

There are analogues of (1.1) and (1.3) when we replace 1[λ,λ+h(λ)] byRΣ◦1[λ,λ+h(λ)],
where RΣ denotes the restriction map as RΣf = f |Σ. The metric g endows Σ with
induced measures, and thus, we can also consider the Lebesgue spaces Lp(Σ). Works
of Burq, Gérard, and Tzvetkov [12], and Hu [21] studied estimates of the form

∥RΣ ◦ 1[λ,λ+1](
√

−∆g)∥L2(M)→Lp(Σ) ≤ Cλρk(p,n), λ ≥ 1, (1.4)

where

ρk(p, n) =

{
n−1
4

− n−2
2p
, if k = n− 1 and 2 ≤ p ≤ 2n

n−1
,

n−1
2

− n−1
p
, if k = n− 1, and 2n

n−1
≤ p ≤ ∞,
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which in turn implies that

∥eλ∥Lp(Σ) ≤ Cλρk(p,n). (1.5)

These estimates are also called universal estimates since they hold on any smooth
compact Riemannian manifold. The exponent 2n

n−1
is the critial exponent in this case.

They also considered other cases k ≤ n − 2, but we focus on k = n − 1 here and
below, since we will talk about (n, k) = (2, 1) mainly in this dissertation. The work
of Tacy [35] considers generalizations of (1.4) in semiclassical setting. In [12], Burq,
Gérard, and Tzvetkov also showed the estimates (1.4) are sharp by showing that, for
all λ ≥ 1, there exists a function fλ such that

∥RΣ ◦ 1[λ,λ+1](
√

−∆g)fλ∥Lp(Σ) ≥ cλρk(p,n)∥fλ∥L2(M), for some uniform c > 0,

on any compact Riemannian manifold, and the estimates (1.5) are sharp by showing
that

∥eλ∥Lp(Σ) ≥ cλρk(p,n), for some c > 0,

if the eλ are the zonal harmonics or the highest weight spherical harmonics on the
round sphere M = Sn.

Focusing on the case (n, k, p) = (2, 1, 2) in (1.4), they showed that, for an arbitrary
curve,

∥RΣ ◦ 1[λ,λ+1](
√

−∆g)∥L2(M)→L2(Σ) ≤ Cλ
1
4 , λ ≥ 1.

Burq, Gérard, and Tzvetkov [12], and Hu [21] showed that if Σ is a curve γ with
nonvanishing geodesic curvatures, then λ1/4 can be replaced by λ1/6.

Theorem 1.1 (Theorem 2 in [12], Theorem 1.2 in [21]). Suppose dimM = 2 and the
curve γ is a unit-length curve having nonvanishing geodesic curvatures, that is,

g(Dtγ
′, Dtγ

′) ̸= 0, (1.6)

where Dt is the covariant derivatives along the curve γ. We then have that, for a
uniform constant C,

∥Rγ ◦ 1[λ,λ+1](
√

−∆g)∥L2(M)→L2(γ) ≤ Cλ
1
6 , λ≫ 1. (1.7)

If follows immediately from this that

∥eλ∥L2(γ) ≤ Cλ
1
6 , λ≫ 1. (1.8)

This estimate was generalized to a higher dimensional analogue in [21, Theorem
1.4]. Again, the work of Hassell and Tacy [18] obtains generalizations of (1.7) in
semiclassical settings.

Burq, Gérard, and Tzvetkov [12, Section 5.2 and Remark 5.4] also showed that
the estimate (1.7) is sharp by finding a function f = fλ as above, and the estimate

3



(1.8) is also sharp when M is the standard sphere S2, and γ is any curve with non-
vanishing geodesic curvatures. See also Tacy [36] for constructing sharp examples for
exact eigenfunctions on Sn or quasimodes. We will prove Theorem 1.1 again in this
dissertation in a different point of view, since we need estimates in our proof to prove
Theorem 1.2, which will be illustrated below.

Similarly, when (M, g) has nonpositive curvatures, it has been studied that

∥RΣ ◦ 1[λ,λ+(log λ)−1](
√
−∆g)∥L2(M)→Lp(Σ) ≤ C

λρk(p,n)

(log λ)σk(p,n)
, λ ≥ 1, (1.9)

for some constant σk(p, n) > 0 with the same constant ρk(p, n) as in (1.4). In [14],
Chen obtained σk(p, n) =

1
2
in (1.9) for the cases k = n− 1 with p > 2n

n−1
.

For k = 1, there also have been studies of critical or subcritical exponent. For
subcritical cases, Sogge and Zelditch [34] showed that for any ϵ > 0 there exists a
λ(ϵ) <∞ such that

sup
γ∈Π

(∫
γ

|eλ|2 ds
)1/2

≤ ϵλ
1
4 , λ > λ(ϵ), dimM = 2, (1.10)

where Π is the space of all unit-length geodesics in M , and ds is the arc-length
measure on γ. By using the methods in [34] with Toponogov’s comparison theorem,
Blair and Sogge [8] obtained σ1(2, 2) = 1

4
, which is an improvement of ϵ in (1.10).

The works of Blair [5], and Xi and Zhang [37] obtain σ1(4, 2) =
1
4
for (unit-length)

geodesics, which is a critical exponent in that p = 2n
n−1

.
As in the universal estimates, for the case (n, k, p) = (2, 1, 2) in (1.9), we can

expect that λ1/4 may be replaced by λ1/6 if γ has nonvanishing geodesic curvatures,
analogous to (1.7). Moreover, by [12, Theorem 2] and [21, Theorem 1.2], we know
that

∥Rγ ◦ 1[λ,λ+(log λ)−1](
√

−∆g)∥L2(M)→Lp(γ) ≤ Cλ
1
3
− 1

3p , λ ≥ 1, 2 ≤ p ≤ 4.

We want to show the analogue of this for 2 ≤ p < 4 in the presence of nonpositive
sectional curvatures.

Theorem 1.2. Let (M, g) be a compact 2-dimensional smooth Riemannian manifold
(without boundary) with nonpositive sectional curvatures pinched between −1 and
0. Also suppose that γ is a fixed unit-length curve with (1.6), i.e., g(Dtγ

′, Dtγ
′) ̸= 0.

Then, for a uniform constant Cp > 0 and λ ≥ 1,

∥Rγ ◦ 1[λ,λ+(log λ)−1](
√

−∆g)∥L2(M)→Lp(γ) ≤ Cp
λ

1
3
− 1

3p

(log λ)
1
2

, 2 ≤ p < 4, (1.11)

where Cp → ∞ as p→ 4.
It follows from this that

∥eλ∥Lp(γ) ≤ Cp
λ

1
3
− 1

3p

(log λ)
1
2

, λ ≥ 1, 2 ≤ p < 4.

4



We are assuming that the curvatures ofM are pinched between −1 and 0, just for
convenience. We remark that, by scaling the metric, the bound (1.11) applies to any
compact Riemannian manifold with nonpositive sectional curvatures. Using Theorem
1.2, we can show the following estimate at the critical exponent p = 4.

Corollary 1.3. Let (M, g) be a compact 2-dimensional smooth Riemannian manifold
(without boundary) with nonpositive sectional curvatures pinched between −1 and
0. Also suppose that γ is a fixed unit-length curve with g(Dtγ

′, Dtγ
′) ̸= 0. Then, for

a uniform constant C > 0 and λ≫ 1,

∥Rγ ◦ 1[λ,λ+(log λ)−1](
√
−∆g)∥L2(M)→L4(γ) ≤ C

λ
1
4

(log λ)
1
8

.

It then follows that

∥eλ∥L4(γ) ≤ C
λ

1
4

(log λ)
1
8

, λ≫ 1.

This corollary is a curved curve analogue to Blair [5, Theorem 1.1], and Xi and
Zhang [37, Theorem 1, Theorem 2].

1.1 Outline of the work

Even though Theorem 1.1 is already proved in [12, Theorem 2] and [21, Theorem 2],
we go through a variation of the proof of Theorem 1.1 in Chapter 3, since we need
some results from the proof to show Theorem 1.2.

In Chapter 2, we introduce some tools to prove Theorem 1.1. We will use pseudo-
differential cutoffs Qj as in [8] to reduce our problem to Proposition 2.3, 2.4, and 2.5.
The support properties of the Qj in ξ are similar to a partition of unity in [12, Section
6].

We will prove Theorem 1.1 by showing Proposition 2.3, 2.4, and 2.5 in Chapter 3.
Stationary phase arguments, Young’s inequality, and Egorov’s theorem (cf. [32], [38])
will be the key points in the section.

By using Proposition 2.3 and 2.5, we reduce Theorem 1.2 to a simpler version
in Chapter 4. To show the reduced estimates, we lift the remaining problem to the
universal cover of the given manifold by the Cartan-Hadamard theorem. We will
use the Hadamard parametrix there to compute the remaining part. We will need
Proposition 4.8 to convert our problem to oscillatory integral operator problems. To
finish the proof of Theorem 1.2, we may need support properties of the oscillatory
integral operators. We will use the Hessian comparison there (cf. [23, Theorem 11.7])
to figure out the support properties.

Using Theorem 1.2, and the strategies in Xi and Zhang [37], Sogge [33], and
Bourgain [10], we will show Corollary 1.3 in Chapter 5.

5



1.2 Notation

1. For nonnegative numbers A and B, A ≲ B means A ≤ CB for some uniform
constant C > 0 which depends only on the manifold under consideration.

2. A ≈ B means cB ≤ A ≤ CB for some uniform constants c > 0 and C > 0, or
|A−B| ≤ ϵ for a sufficiently small 0 ≤ ϵ ≤ 1.

3. A≫ B means A ≥ CB for a sufficiently large C > 0.

4. The constant C > 0 may be assumed to be a uniform constant, if there is no
further notice. The uniform constant C > 0 can also be different from each
other at any different lines.

5. For geometric terminologies, the notation draws largely from Lee [23].

6. For terminologies of the pseudodifferential operator theory and Egorov’s theo-
rem, the notation draws largely from Sogge [30], [32], and Zworski [38].

7. We use ρ(x, y) for the Riemannian distance between x and y.

8. Certain variables may be redefined in different places when the arguments there
are independent of each other. For example,

• ∇ may represent the gradient of functions in some places, and may be the
Levi-Civita connection in other places.

• α may represent a multi-index in some places, and may be deck transfor-
mations in other places, defined in the context of the universal cover of the
base manifold M .

• ∂ represents partial derivative, but ∂2ϕ represents the Hessian of ϕ.

• N may represent a unit normal vector to a given curve γ in some places,
but may represent integers N = 1, 2, 3, · · · in other places.

• Tildes over letters usually denote the corresponding letters in the universal
cover of the base manifold, but sometimes, we also use letters with tildes
(or bars) when changing variables if needed.

• ϵ > 0 appears in many places, and the meanings of ϵ > 0 there may be
slightly different, but all of them are sufficiently small but fixed at the end
of the computations in each computation,

and so on. However, the context in which we are using the notations will be
clear.

6



Chapter 2

Some Tools and Reductions for
Theorem 1.1

Let P =
√
−∆g. We first review the construction of P . We review basic concepts

of pseudodifferential operators from [30] and [32]. We say that a function P (x, ξ) in
C∞(Rn×Rn) is a symbol of order m, denoted by P (x, ξ) ∈ Sm, if, for all multi-indices
α and β, ∣∣∣∣∣

(
∂

∂ξ

)α(
∂

∂x

)β
P (x, ξ)

∣∣∣∣∣ ≤ Cαβ(1 + |ξ|)m−|α|.

To a given symbol P (x, ξ) we associate the operator

P (x,D)u(x) = (2π)−n
∫∫

ei⟨x−y,ξ⟩P (x, ξ)u(y) dξ dy

= (2π)−n
∫
ei⟨x,ξ⟩P (x, ξ)û(ξ) dξ.

We then say that an operator P : C∞
0 → C∞ is a pseudodifferential operator of order

m if it is equal to P (x,D), for some P (x, ξ) ∈ Sm as above. It is known that the
pseudodifferential operator can also be extended to an operator from S ′ to S ′, where
S ′ is the set of tempered distributions (see also [25, Definition 3.4]).

If we have symbols Pj(x, ξ) ∈ Smj , where m0 ≥ m1 ≥ · · · and mj → −∞, then
we write

P ∼
∞∑
j=0

Pj, or P ∼
∑

Pj,

when we have that

P (x, ξ)−
N−1∑
j=0

Pj(x, ξ) ∈ SmN , for any N.

7



We then can define classical pseudodifferential operators on a compact Riemannian
manifold M . Suppose that Ων is a local coordinate patch and ψ0 and ψ1 are in
C∞

0 (Ων). Also suppose that ψ1 = 1 in a neighborhood of supp(ψ0). If the operator

P̃νu(y) = ψ0(x) · P (ψ1 · u ◦ κν)(x), u = κν(x), u ∈ C∞(Ω̃ν)

is a pseudodifferential operator of order m in Rn, then a map P : C∞(M) → C∞(M)
is called a pseudodifferential operator of order m on a compact manifold M . The
operator P is said to be classical if, in every local coordinate system, we have

P (x, ξ) ∼
∑

Pm−j(x, ξ),

where Pm−j is homogeneous of degree m− j. In this case, we write P ∈ Ψm
cl (M).

We are now ready to review the construction of
√

−∆g.

Theorem 2.1 (Theorem 3.3.1 in [30]). Let Q be self-adjoint and positive withm > 0.
Then the operator Q1/m defined by the spectral theorem is in Ψ1

cl. Its principal symbol
is (q(x, ξ))1/m, if q(x, ξ) is the principal symbol of Q.

In our case, we consider Q = −∆g and m = 2 in Theorem 2.1.

Theorem 2.2 (Theorem 4.2.15 in [32]). Let ∆g be the Laplace-Beltrami operator on
a compact Riemannian manifold (M, g). Then P =

√
−∆g is a first order self-adjoint

classical pseudodifferential operator with principal symbol given by

p(x, ξ) =

√√√√ n∑
j,k=1

gjk(x)ξjξk.

Here, the matrix (gjk) is the inverse of the matrix (gjk), and gjk(q) = gq

(
∂
∂xj
, ∂
∂xk

)
.

We consider n = 2 throughout this dissertation except the last chapter for future
work. For some ϵ0 > 0 sufficiently small, let χ ∈ S(R) be an even function such that

χ(0) = 1, χ(t) > 0 for |t| ≤ 1,

supp(χ̂) ⊂ {t : ϵ0/2 ≤ |t| ≤ ϵ0}, supp(χ̂2) ⊂ [−2ϵ0, 2ϵ0],
(2.1)

so that

χ(λ− P )eλ = eλ.

Assume that γ has a unit-speed (parametrized by arc-length). With this in mind, to
prove (1.7), we now want to show

∥χ(λ− P )f∥L2(γ) ≲ λ
1
6∥f∥L2(M), (2.2)

that is, we can replace the spectral projector 1[λ,λ+1](P ) by χ(λ − P ). Indeed, the
operator χ(λ− P ) is invertible on the range of the spectral projector 1[λ,λ+1](P ) and

∥χ(λ− P )−1 ◦ 1[λ,λ+1](P )∥L2(M)→L2(M) ≲ 1,

8



and so, it suffices to show (2.2).
Fix χ0 ∈ C∞

0 (R) satisfying χ0(t) = 1 for |t| ≤ 1 and χ0(t) = 0 for |t| ≥ 2. We also
fix χ̃0 ∈ C∞

0 (R) that satisfies χ̃0(t) = 1 for |t| ≤ 3 and χ̃0(t) = 0 for |t| ≥ 4. Choose
a Littlewood-Paley bump function χ1 ∈ C∞

0 (R) that satisfies χ1(t) = 0 if t ̸∈ (1/2, 2)
so that we write

∞∑
j=−∞

χ1(2
jt) = 1, for t ̸= 0.

We will use Fermi coordinates frequently in the rest of this dissertation. We recall
basic properties of Fermi coordinates briefly here. Let γ andM be as above, let N be
an element of the normal bundle Nγ, let E ⊂ TM be the domain of the exponential
map ofM , let Ep = E ∩Nγ, let E : Ep →M be the restriction of exp (the exponential
map of M) to Ep, and let U ⊂M be a normal neighborhood of γ with U = E(V ) for
an appropriate open subset V ⊂ Nγ. If (W0, ψ) is a smooth coordinate chart for γ,
we define B : ψ(W0)× R → Nγ|W0 by

B(x1, v1) = (q, v1N |q), where q = ψ−1(x1),

by shrinking W0 if necessary. Setting V0 = V ∩Nγ|W0 ⊂ Nγ and U0 = E(V0) ⊂ M ,
we define a smooth coordinate map φ : U0 → R2 by φ = B−1 ◦ (E|V0)−1,

φ : E(q, v1Nq) 7→ (x1(q), v1).

Coordinates of this form are called Fermi coordinates. We list here properties of
Fermi coordinates from [23, Proposition 5.26].

1. γ ∩ U0 is the set of points where v1 = 0. Setting x2 = v1, the curve γ is
{x2 = 0} = {(x1, 0) : |x1| ≤ ϵ} in Fermi coordinates. We can take a small
0 < ϵ≪ 1 by a partition of unity if necessary.

2. At each point q ∈ γ ∩ U0, the metric components satisfy that

gij = gji =

{
0, i = 1 and j = 2,

1, i = j = 2.

3. For every q ∈ γ ∩ U0 and v = v1E1|q ∈ Nqγ, the geodesic γv starting at q with
initial velocity v is the curve with coordinate expression γv(t) = (x1(q), tv1).

For detail, see [17, Chapter 2], [23, Chapter 5], etc. If we identify a covector ξ with
a vector, then, in Fermi coordinates, we have

|ξ|g(x) = g11(x)ξ21 + ξ22 , for x ∈ γ,

where (gij) = (gij)
−1. Also, we observe that g11(x1, 0) = 1 for x = (x1, 0) ∈ γ in

Fermi coordinates, by the arc-length parametrization.
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Suppose ξ is a covector and N is a unit vector field normal to γ. Here, ξ(N) means
⟨ξ#, N⟩g, where ξ# is the sharp of ξ as a musical isomorphism. In Fermi coordinates,

N = ∂
∂x2

. Set J = ⌊log2 λ
1
3 ⌋. We write

1 =
J−1∑
j=−∞

χ1

(
2j
|ξ(N)|
|ξ|g

)
+ χ̃J

(
λ

1
3
|ξ(N)|
|ξ|g

)
,

where

χ̃J(t) = 1−
J−1∑
j=−∞

χ1(t), χ̃J ∈ C∞
0 (R), supp(χ̃J) ⊂ {t : |t| ≲ 1}.

Here, if j ≪ −1, the term χ1(2
j|ξ(N)|/|ξg|) is zero, and thus, the sum is a finite sum,

since |ξ(N)| ≲ |ξ|g.
We will consider decomposition using pseudodifferential cutoffs in Smith and Sogge

[27], and Blair [4]. In Fermi coordinates, if j ≤ J−1, we define the compound symbols

qj(x, y, ξ) = χ0(ϵ
−1
0 ρ(x, γ))χ̃0(ϵ

−1
0 ρ(y, γ))χ1(2

j|ξ2|/|ξ|g)Υ(|ξ|g/λ), (2.3)

where dg = ρ, and Υ ∈ C∞
0 (R) satisfies

Υ(t) = 1, for t ∈ [c1, c
−1
1 ], Υ(t) = 0, for t ̸∈

[c1
2
, 2c−1

1

]
,

with a small fixed number c1 > 0. Invariantly, we can also define the compound
symbols by

qj(x, y, ξ) = χ0(ϵ
−1
0 ρ(x, γ))χ̃0(ϵ

−1
0 ρ(y, γ))χ1

(
2j
|ξ(N)|
|ξ|g

)
Υ(|ξ|g/λ). (2.4)

If j = J , we define, in Fermi coordinates,

qJ(x, y, ξ) = χ0(ϵ
−1
0 ρ(x, γ))χ̃0(ϵ

−1
0 ρ(y, γ))χ̃J(λ

1
3 |ξ2|/|ξ|g)Υ(|ξ|g/λ), 0 < ϵ0 ≪ 1,

or invariantly,

qJ(x, y, ξ) = χ0(ϵ
−1
0 ρ(x, γ))χ̃0(ϵ

−1
0 ρ(y, γ))χ̃J

(
λ

1
3
|ξ(N)|
|ξ|g

)
Υ(|ξ|g/λ), 0 < ϵ0 ≪ 1.

Let Qj be the pseudodifferential operator with compound symbol qj whose kernel
Qj(x,w) is defined by

Qj(x,w) =
1

(2π)2

∫
ei(x−w)·ηqj(x,w, η) dη. (2.5)

As in [8], in Fermi coordinates, we know from the homogeneity in ξ and |ξ| ≈ λ that

|Dβ
x,wD

α1
ξ1
Dα2
ξ2
qj(x,w, ξ)| ≤ Cα1,α2,β2

j|α2|λ−|α1|−|α2|, for all α1, α2,

|∂βx,wQj(x,w)| ≤ CN2
−jλ2+|β|(1 + λ|x1 − y1|+ λ2−j|x2 − y2|)−N , for N = 1, 2, 3, · · · ,

sup
x

∫
|Qj(x,w)| dw, sup

w

∫
|Qj(x,w)| dx ≲ 1.

(2.6)
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Now, for (2.2), we are reduced to showing that

∥
∑
j≤J

Qj ◦ χ(λ− P )f∥L2(γ) ≲ λ
1
6∥f∥L2(M), (2.7)

and

∥(I −
∑
j≤J

Qj) ◦ χ(λ− P )f∥L2(γ) ≤ CNλ
−N∥f∥L2(M), N = 1, 2, 3, · · · . (2.8)

The estimate (2.8) follows from Young’s inequality and the analysis of its kernel.

Proposition 2.3. The kernel (I −
∑

j≤J Qj) ◦ χ(λ− P )(x, y) satisfies

(I −
∑
j≤J

Qj) ◦ χ(λ− P )(x, y) = O(λ−N),

for any N ≥ 1.

We will talk about this later in Section 3.3. To see (2.7), we consider j = J
separately.

Proposition 2.4. We have

∥QJ ◦ χ(λ− P )f∥L2(γ) ≲ λ
1
6∥f∥L2(M).

We will talk about this proposition in the next chapter. Assuming this proposition
is true, we would have (2.7) if we could show that∑

j≤J−1

∥Qj ◦ χ(λ− P )f∥L2(γ) ≲ λ
1
6∥f∥L2(M),

which follows from

∥Qj ◦ χ(λ− P )f∥L2(γ) ≲ 2
j
2∥f∥L2(M), j ≤ J − 1.

To see this, we further split Qj into two operators Qj,±

Qj = Qj,+ +Qj,−,

where the compound symbols qj,± of the Qj,± are

qj,±(x, y, ξ) = χ0(x2)χ̃0(y2)χ1(±2jξ2/|ξ|g)Υ(|ξ|g/λ),

in Fermi coordinates. We would have (2.7) if we could show the following.

Proposition 2.5. If j ≤ J − 1, we have

∥Qj,± ◦ χ(λ− P )f∥L2(γ) ≲ 2
j
2∥f∥L2(M).

We will also prove this proposition in the next chapter.
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2.1 Notation for symbols of pseudodifferential operators

The pseudodifferential operator Qj above is defined by using the compound symbols
qj(x, y, ξ), but sometimes we will identify the compound symbol qj(x, y, ξ) with the
usual symbol qj(x, ξ), modulo smoothing errors, especially when we apply Egorov’s
theorem and the theorem is stated with usual symbols of pseudodifferential operators.
Indeed, recall from the pseudodifferential operator theory (cf. [30, p.97] or [32, pp.92-
pp.93]) that there exists a symbol q̃j(x, ξ) such that∫

ei(x−y)·ξqj(x, y, ξ) dξ −
∫
ei(x−y)·ξ q̃j(x, ξ) dξ

is smoothing of any order.
In fact, our case is simpler then the case in [30] or [32]. By construction, if

j ≤ J − 1, then

qj(x, y, ξ) = χ0(ϵ
−1
0 dg(x, γ))χ̃0(ϵ

−1
0 dg(y, γ))χ1

(
2j
|ξ(N)|
|ξ|g

)
Υ(|ξ|g/λ) = q̃j(x, ξ)ψ(y),

where

q̃j(x, ξ) = χ0(ϵ
−1
0 dg(x, γ))χ1

(
2j
|ξ(N)|
|ξ|g

)
Υ(|ξ|g/λ), ψ(y) = χ̃0(ϵ

−1
0 dg(y, γ)).

Note that

q̃j(x, ξ) = qj(x, y, ξ) + q̃j(x, ξ)(1− ψ)(y).

We want to show that the contribution related with q̃j(x, ξ)(1 − ψ)(y) is negligible,
that is,

A(x, y)(1− ψ)(y) :=

∫
ei(x−y)·ξ q̃j(x, ξ)(1− ψ)(y) dξ

is smoothing. By the construction of χ0 and χ̃0, if y ∈ supp(A(x, ·)(1− ψ)(·)), then

|x− y| ≳ 1, for x ∈ supp(q̃j(·, ξ)).

Since ∇ξ((x− y) · ξ) = x− y, we have, for k = 0, 1, 2, ·,∫
ei(x−y)·ξ q̃j(x, ξ)(1− ψ)(y) dξ =

∫
(−∆ξ)

k(ei(x−y)·ξ)q̃j(x, ξ)(1− ψ)(y)
1

|x− y|2k
dξ

=

∫
ei(x−y)·ξ(∆ξ)

k(q̃j(x, ξ))(1− ψ)(y)
1

|x− y|2k
dξ.

Since we know |x − y| ≳ 1 here, it follows that the last expression is smoothing.
We thus can replace qj(x, y, ξ) by q̃j(x, ξ) in the following analysis without any loss
whenever we want. Same arguments will work for j = J . For simplicity, we may
write q̃j(x, ξ) as qj(x, ξ).

The same principle is applied to any other symbols of pseudodifferential operators
unless otherwise specified.
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Chapter 3

Proof of Theorem 1.1

Note that

χ2(λ− P )f(x) =
1

2π

∫
ei(λ−P )tχ̂2(t)f(x) dt =

1

2π

∫
eitλχ̂2(t)e−itPf(x) dt.

We first recall from [30] or [38] that, by the Lax parametrix, there exist φ and a such
that, up to smoothing errors,

e−itP (x,w) =

∫
eiφ(t,x,ξ)−iw·ξa(t, x, ξ) dξ.

Here, the phase φ = φ(t, x, ξ) satisfies, for small enough t,

κt(dξφ(t, x, ξ), ξ) = (x, dxφ(t, x, ξ)), (or, κt(y, ξ(0)) = (x, ξ(t)))

∂tφ+ p(x, dxφ) = 0, φ(0, x, ξ) = ⟨x, ξ⟩,
(3.1)

where, for Hamiltonian p(x, ξ) = |ξ|g(x), we have Hamilton’s equation

ẋ = dξp, ξ̇ = −dxp,

that is, with |ξ|2g = g11(x)ξ21 + ξ22 in Fermi coordinates, we have that

ẋ1(t) =
g11(x)ξ1
|ξ|g(x)

, ξ̇1(t) = −∂x1g
11(x)ξ21

|ξ|g(x)
,

ẋ2(t) =
ξ2

|ξ|g(x)
, ξ̇2(t) = −∂x2g

11(x)ξ21
|ξ|g(x)

,

(3.2)

and, κt : R4 → R4 is the Hamiltonian flow of p(x, ξ) = |ξ|g(x) and homogeneous in ξ.
Also, the amplitude a satisfies

|∂jt ∂αx∂
β
ξ a(t, x, ξ)| ≤ Cj,α,β(1 + |ξ|)−|β|,

and so,

|∂jt ∂αx∂
β
ξ a(t, x, λξ)| ≤ Cj,α,βλ

|β|(1 + λ|ξ|)−|β|. (3.3)

Note that the right hand side is dominated by Cj,α,βλ
|β|(1+λ|ξ|)−|β| ≲ Cj,α,β if |ξ| ≈ 1.

In this chapter, we prove Proposition 2.5, Proposition 2.4, and (2.8) in order.
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3.1 Proof of Proposition 2.5

By a TT ∗ argument, Proposition 2.5 follows from

∥Qj,± ◦ χ2(λ− P ) ◦Q∗
j,±f∥L2(γ) ≲ 2j∥f∥L2(γ), j ≤ J − 1. (3.4)

We focus on the operatorQj,+◦χ2(λ−P )◦Q∗
j,+. The argument forQj,−◦χ2(λ−P )◦Q∗

j,−
is similar. We write

Qj,+ ◦ χ2(λ− P ) ◦Q∗
j,+f(x) =

[
Qj,+ ◦

(
1

2π

∫
eitλχ̂2(t)e−itP dt

)
◦Q∗

j,+

]
f(x)

=
1

2π

∫
Kj,+(x, y)f(y) dy,

where

Kj,+(x, y) =

∫
eitλχ̂2(t)

(
Qj,+ ◦ e−itP ◦Q∗

j,+

)
(x, y) dt. (3.5)

By Egorov’s theorem (cf. [38, Theorem 11.1], and/or [32, Chapter 4]), we have

Qj,+ ◦ e−itP = e−itP ◦Bt,j,+,

where Bt,j,+ has a symbol

bt,j,+ = κ∗t qj,+ + b′ = qj,+ ◦ κt + b′.

Here, κ∗t qj,+ is homogeneous of degree 1 in ξ, and |∂αb′| ≤ C ′
αλ

−122j2j|α| ≤ Cαλ
− 1

32j|α|

for all α. We will ignore the remainder b′. Indeed, let B′ be the operator whose
symbol is b′ such that

B′(x, y) =
1

(2π)2

∫
ei(x−y)·ξb′(x, y, ξ) dξ.

The size estimates |∂αb′| ≤ Cαλ
− 1

32j|α| are better than the size estimates of κ∗t qj,+ and
qj,+. Also, the symbol b′ is compactly supported with supp(b′) ⊂ supp(κ−t(supp(qj))).
Thus, the arguments below will work when we replace κ∗t qj,+ by b′ but with better
estimates. Hence, for simplicity, we write bt,j,+ = κ∗t qj,+.

Without loss of generality, we can assume that a(t, x, λξ) is compactly supported
in ξ, independent of λ. Indeed, first let ht(z, y, η) be the symbol of Bt,j,+ ◦ Q∗

j . By
construction, ht(z, y, η) is supported near |η| ≈ λ−1. Let β ∈ C∞

0 be a bump function
with β ≡ 1 in a neighborhood of supp(ht(z, y, λ(·))). We then have that

(e−itP ◦Bt,j,+ ◦Q∗
j)(x, y)

=
λ4

(2π)2

∫∫∫
eiλ[φ(t,x,ξ)−z·ξ+(z−y)·η]a(t, x, λξ)ht(z, y, λη) dz dξ dη.
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Integrating by parts in z, we have, for N = 1, 2, 3, · · · ,∣∣∣∣∫∫∫ eiλ[φ(t,x,ξ)−z·ξ+(z−y)·η](1− β(ξ))a(t, x, λξ)ht(z, y, λη) dz dξ dη

∣∣∣∣
≲
∫∫∫

|ξ|̸≈1, |η|≈1

(1 + λ|ξ − η|)−N |(1− β(ξ))a(t, x, λξ)ht(z, y, λη)| dz dξ dη

≲
∫∫

|ξ−η|≳1, |η|≈1

(1 + λ|ξ − η|)−N dξ dη ≲
∫
|ξ|≳1

(λ|ξ|)−N dξ ≲ λ−N .

Since we can ignore this contribution, we can assume that a(t, x, λξ) is compactly
supported in ξ, by replacing a(t, x, λξ) with β(ξ)a(t, x, λξ) if needed.

We write

(e−itP ◦Bt,j,+ ◦Q∗
j,+)(x, y) =

λ6

(2π)4

∫
eiλ(φ(t,x,ξ)−y·ξ)Vj,+(t, x, y, ξ) dξ,

where

Vj,+(t, x, y, ξ) =

∫∫∫∫
eiλΦ(w,η,z,ζ)vj,+(t, w, η, z, ζ) dw dη dz dζ,

Φ(w, η, z, ζ) = (y − w) · ξ + (w − z) · η + (z − y) · ζ,
vj,+(t, w, η, z, ζ) = vj,+(x, y; t, w, η, z, ζ) = a(t, x, λξ)bt,j,+(w, z, λη)qj,+(y, z, λζ).

(3.6)

We first consider the kernel e−itP ◦Bt,j,+ ◦Q∗
j,+.

Lemma 3.1. Let Φ, v be as in (3.6). We have

(e−itP ◦Bt,j,+ ◦Q∗
j,+)(x, y) = λ2

∫
eiλ(φ(t,x,ξ)−y·ξ)ãj(t, x, y, ξ) dξ

+
λ6

(2π)4
RN(t, y)

∫
eiλ(φ(t,x,ξ)−y·ξ)a(t, x, λξ) dξ,

(3.7)

where

ãj(t, x, y, ξ) =
N−1∑
l=0

λ−lLl

(
vj,+(x, y; t, y, ξ, y, ξ)

)
, and |RN | ≤ CNλ

−N
3 , (3.8)

and the Ll are the differential operators of order at most 2l with respect to the
variables w, η, z, and ζ, acting on vj,+ at the critical point of Φ(w, η, z, ζ).

Proof. Since

∇w,η,z,ζΦ = (Φ′
w,Φ

′
η,Φ

′
z,Φ

′
ζ) = (−ξ + η, w − z, ζ − η, z − y),
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the critical point is (w, η, z, ζ) = (y, ξ, y, ξ). We consider the stationary phase argu-
ment. The Hessian of Φ, denoted by ∂2Φ, is

∂2Φ =


Φ′′
ww Φ′′

wη Φ′′
wz Φ′′

wζ

Φ′′
ηw Φ′′

ηη Φ′′
ηz Φ′′

ηζ

Φ′′
zw Φ′′

zη Φ′′
zz Φ′′

zζ

Φ′′
ζw Φ′′

ζη Φ′′
ζz Φ′′

ζζ

 =


O I O O
I O −I O
O −I O I
O O I O

 .

By standard properties of the determinant, we have | det(∂2Φ)| = 1. We begin by
computing the signum of Φ. Let e be an eigenvalue of ∂2Φ, that is, det(∂2Φ−eI) = 0.
If e = 0, then | det(∂2Φ− eI)| = 1 ̸= 0, which is a contradiction, and so, e ̸= 0. With
this in mind, using the properties of block matrices (cf. [24], [26], etc.), we have

det(∂2Φ− eI)

= e4

((
e− 1

e

)2

− 1

)2

=
(
(e2 − 1)2 − e2

)2
= (e2 − e− 1)2(e2 + e− 1)2

=

(
e− 1 +

√
5

2

)2(
e− 1−

√
5

2

)2(
e− −1 +

√
5

2

)2(
e− −1−

√
5

2

)2

.

This gives us sgn(∂2Φ) = 0.
By construction and homogeneity, we have the size estimates for radial and generic

derivatives∣∣∣∂αw,z(η · ∇η)
l1(ζ · ∇ζ)

l2∂βη,ζ

(
bt,j,+(w, z, λη)qj(y, z, λζ)

)∣∣∣ ≤ Cα,k,l1,l2,β2
j|β|,

which in turn implies

|∂αw,η,z,ζvj,+(t, w, η, z, ζ)| ≤ Cα2
j|α|.

Here, we used the homogeneity of bt,j,+ = κ∗t qj, and the fact that the size estimates
of bt,j,+ = κ∗t qj are comparable to those of qj by [38, Lemma 11.11] with small t.

By the method of stationary phase (cf. Theorem 7.7.5 and (3.4.6) in [20]), we
have that

Vj,+(t, x, y, ξ) =

∫∫∫∫
eiλΦ(w,η,z,ζ)vj,+(t, w, η, z, ζ) dw dη dz dζ

= eiλΦ(y,ξ,y,ξ)

(
λ

2π

)− 8
2

| det ∂2Φ|−
1
2 e

πi
4
sgn(∂2Φ)

∑
l<N

λ−lLlvj,+(t, y, ξ, y, ξ)

+RN(t, y)a(t, x, λξ),

for N = 1, 2, 3, · · · , where, at the critical point (y, ξ, y, ξ),

|RN | ≤ CNλ
−N sup

|α|≤2N

|∂αvj,+| ≤ C̃Nλ
−N(2j)2N ≲ C̃Nλ

−N
3 .
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Here, the Ll are differential operators of order at most 2l acting on vj,+ at the critical

point (y, ξ, y, ξ), and 2−j ≳ λ−
1
3 . It follows that

Vj,+(t, x, y, ξ) = (2π)4λ−4

(
N−1∑
k=0

λ−kLkvj,+(t, y, ξ, y, ξ)

)
+RN(t, y)a(t, x, λξ),

which in turn implies that

(e−itP ◦Bt,j,+ ◦Q∗
j,+)(x, y) = λ2

∫
eiλ(φ(t,x,ξ)−y·ξ)ãj(t, x, y, ξ) dξ

+
λ6

(2π)4
RN(t, y)

∫
eiλ(φ(t,x,ξ)−y·ξ)a(t, x, λξ) dξ,

where

ãj(t, x, y, ξ) =
N−1∑
l=0

λ−lLlvj,+(x, y; t, y, ξ, y, ξ).

This completes the proof of Lemma 3.1.

Remark 3.2. Note that the proof of this lemma also works for j = J , since we only
used the fact that 2−j ≳ λ−

1
3 for j, which is also satisfied for j = J . We will use this

later to prove Proposition 2.4.

We first want to show that we can ignore the contribution of the second term in
the right hand side of (3.7). If we replace (Qj ◦e−itP ◦Q∗

j) by the second term modulo
smoothing errors, by (3.5), the contribution of the second term in Kj,+ is

λ6

(2π)4

∫∫
eiλ[t+φ(t,x,ξ)−y·ξ]χ̂2(t)RN(t, y)a(t, x, λξ) dξ dt.

We can ignore this contribution.

Lemma 3.3. If N ≥ 18, then∣∣∣∣ λ6

(2π)4

∫∫
eiλ[t+φ(t,x,ξ)−y·ξ]χ̂2(t)RN(t, y)a(t, x, λξ) dξ dt

∣∣∣∣ ≤ CNλ
6−N

3 = O(1).

Proof. Recall that we may assume that a(t, x, ξ) is compactly supported in ξ. The

function χ̂2(t) is also compactly supported in t. It then follows that∣∣∣∣ λ6

(2π)4

∫∫
eiλ[t+φ(t,x,ξ)−y·ξ]χ̂2(t)RN(t, y)a(t, x, λξ) dξ dt

∣∣∣∣
≲ λ6 sup

t,y
|RN | ≲ λ6−

N
3 = O(1),

when N ≥ 18.
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By Lemma 3.3, the contribution of the second term of the right hand side of (3.7)
is O(1) by the generalized Young’s inequality, which is better than what we need to
show.

We thus focus on the first term in the right hand side of (3.7), that is, modulo
O(1) errors,

Kj,+(x, y) = λ2
∫∫

eiλ(t+φ(t,x,ξ)−y·ξ)χ̂2(t)ãj(t, x, y, ξ) dξ dt.

Recall that

ãj(t, x, y, ξ) =
N−1∑
l=0

λ−lLl

(
vj,+(x, y; t, y, ξ, y, ξ)

)
,

and, by the discussion in Section 2.1, we can write

vj,+(t, y, ξ, y, ξ)

= a(t, x, λξ)bt,j,+(y, y, λξ)qj,+(y, y, λξ)

= a(t, x, λξ)qj,+(κt(y, λξ))qj,+(y, λξ)

= a(t, x, λξ)qj,+(x, λξ(t))qj,+(y, λξ)

= a(t, x, λξ)χ0(ϵ
−1
0 dg(x, γ))χ0(ϵ

−1
0 dg(y, γ))

× χ1

(
2j
⟨ξ(t), N⟩g
|ξ(t)|g

)
χ1

(
2j
⟨ξ,N⟩g
|ξ|g

)
Υ(|ξ(t)|g)Υ(|ξ|g),

and thus, by (3.1), in Fermi coordinates,

vj,+(t, y, ξ, y, ξ) = a(t, x, λξ)χ0(ϵ
−1
0 dg(x, γ))χ0(ϵ

−1
0 dg(y, γ))

× χ1

(
2j
∂x2φ(t, x, ξ)

|∂xφ(t, x, ξ)|g

)
χ1

(
2j
ξ2
|ξ|g

)
Υ(|∂xφ(t, x, ξ)|g)Υ(|ξ|g).

(3.9)

We will consider the contribution of the first term of (3.7) in Fermi coordinates.
Recall that we focus only on small t by (2.1). We show that |∂ξ2φ(t, x, ξ)| = |t|, if
ξ1(s) = 0 for some small s.

Lemma 3.4. If ξ1(s) = 0 for some |s| ≪ 1, then we have that |∂ξ2φ(t, x, ξ)| = |t|.

Proof. Suppose ξ1(s0) = 0 for some small s0. Let (x(s), ξ(s)) be the curve as in (3.1)
with

x(t) = x, x(0) = y = dξφ(t, x, ξ), ξ(0) = ξ, x2(t) = 0,

in Fermi coordinates. By (3.2), the curve (x(s), ξ(s)) satisfies

ẋ1(s) =
g11(x)ξ1
|ξ|g(x)

, ẋ2(s) =
ξ2

|ξ|g(x)
, ξ̇1(s) = −∂x1g

11(x)ξ21
|ξ|g(x)

, ξ̇2(s) = −∂x2g
11(x)ξ21

|ξ|g(x)
.
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Note that if ξ1 ≡ 0, then ξ1(s0) = 0 automatically, and, in Fermi coordinates,

|ξ|g(x) =
√
g11(x)ξ21 + ξ22 = |ξ2| = ±ξ2.

Thus, if ξ1 ≡ 0, then the curve (x(s), ξ(s)) satisfies

ẋ1(s) = 0, ẋ2(s) =
ξ2

|ξ|g(x)
= ±1, ξ̇1(s) = 0, ξ̇2(s) = 0.

We then observe that

x1(s) ≡ x1(0), x2(s) = x2(0)± s, ξ1(s) ≡ ξ1(0), ξ2(s) ≡ ξ2(0),

is the solution to the ODE above. Since we focus on small s from the support
properties of χ (2.1), this is a unique solution of this ODE by the uniqueness of the
solutions to the ODEs. Since we know

(x1(0), x2(0)) = (∂ξ1φ(t, x, ξ), ∂ξ2φ(t, x, ξ)),

we have that

|∂ξ2φ(t, x, ξ)| = |x2(0)| = |x2(t)± t| = | ± t| = |t|,

as required.

We next consider the case of ξ1(s) ̸= 0 for any small s.

Lemma 3.5. For |s| ≪ 1, suppose ξ(s) ∈ supp(ãj(s, x, y, ·)). Let γ be as above. If
ξ1(s) ̸= 0 for any small s, then, for x, y ∈ γ, in Fermi coordinates, we have either
ξ̇2(s) > 0 or ξ̇2(s) < 0.

Proof. We know from the curvature assumption of γ, (1.6), that

|∇∂1∂1|g ̸= 0, where ∂1 =
∂

∂x1
and ∂2 =

∂

∂x2
,

where ∇ denotes the Levi-Civita connection. Indeed, we know that

|∇∂1∂1|2g = |∇γ̇ γ̇|2g = g(∇γ̇ γ̇,∇γ̇ γ̇) = g(Dtγ̇, Dtγ̇) ̸= 0.

Note that

0 =
∂

∂x1
⟨∂1, ∂2⟩g = ⟨∇∂1∂1, ∂2⟩g + ⟨∂1,∇∂1∂2⟩g.

But since [∂1, ∂2] = 0 and the Levi-Civita connection is symmetric, we have that

⟨∂1,∇∂1∂2⟩g = ⟨∂1,∇∂2∂1⟩g + ⟨∂1, [∂1, ∂2]⟩g =
1

2

∂

∂x2
|∂1|2g =

1

2

∂

∂x2
g11(x1, 0).
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Combining these two, we have that

∂

∂x2
g11(x1, 0) = −2⟨∇∂1∂1, ∂2⟩g. (3.10)

Since |∂1|g = 1 along x2 = 0 by the arc-length parametrization, we have that

⟨∇∂1∂1, ∂1⟩g =
1

2

∂

∂x1
|∂1|2g = 0,

and thus,

∇∂1∂1 = ⟨∇∂1∂1, ∂1⟩g∂1 + ⟨∇∂1∂1, ∂2⟩g∂2 = c∂2,

for some c ̸= 0 due to the assumption |∇∂1∂1|g ̸= 0. By (3.10) with this, we have that

− ∂

∂x2
g11(x) ̸= 0, on x2 = 0,

since g11 = g−1
11 (cf. [23, Proposition 5.26]), and this also holds on a neighborhood of

x2 = 0. Since we are assuming ξ1 ̸= 0, by the above Hamilton’s equation, we have
that

ξ̇2(s) = −∂2g11(x)ξ21 ̸= 0, along x2 = 0.

This completes the proof.

We next consider the ξ2 derivative of φ. By (3.8) and (3.9), we have ãj(t, x, y, ξ) =
0 unless

χ1

(
2j
∂x2φ(t, x, ξ)

|dxφ(t, x, ξ)|g

)
̸= 0, χ1

(
2j
ξ2
|ξ|g

)
̸= 0, and |ξ|g ∈ [

c1
2
, 2c−1

1 ],

and so, we may assume that

ξ ∈ supp(qj,+(x, y, λ(·))), and dxφ(t, x, ξ) ∈ supp(qj,+(x, y, λ(·))).

Lemma 3.6. Suppose

ξ ∈ supp(qj,+(x, y, λ(·))), ξ1 ̸= 0, and dxφ(t, x, ξ) ∈ supp(qj,+(x, y, λ(·))),

for some x ∈ γ, i.e., x2 = 0 in Fermi coordinates. Then there exists a uniform constant
C > 0 such that |∂ξ2φ(t, x, ξ)| ≥ C2−j|t|.

Proof. We use Fermi coordinates to prove this lemma. Suppose (x(s), ξ(s)) is the
curve such that z(t) = x and ζ(0) = ξ, as in (3.1). Without loss of generality, by
homogeneity we assume |ξ|g = 1, since |ξ|g ≈ 1 for ξ ∈ supp(qj,+(x, y, λ(·))) and φ
is also homogeneous. It follows from (3.1) that dxφ(t, x, ξ) = ξ(t) and dξφ(t, x, ξ) =
x(0), and thus,

χ1(2
jξ2(0)) ̸= 0 and χ1(2

jξ2(t)) ̸= 0, i.e., ξ2(0) ≈ 2−j and ξ2(t) ≈ 2−j.
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Thus, if 0 ≤ s ≤ t, we have ξ2(s) ≈ 2−j since the map s 7→ ξ2(s) is monotonic in s,
due to the fact that either ξ̇2(s) > 0 or ξ̇2(s) < 0 by Lemma 3.5. Similarly, the map
s 7→ ξ2(s) is monotonic in s when t ≤ s ≤ 0. In any case, we have |ξ2(s)| ≥ C2−j

when s is between 0 and t.
Now recall that ẋ2(s) = ξ2(s) since, by (3.2),

ẋ2(s) =
ξ2

|ξ|g(x)
= ξ2(s), in Fermi coordinates.

Thus, since x(t) = x ∈ γ, we have x2(t) = 0, and so, the mean value theorem gives

0 = x2(0) + tẋ2(c̃),

for some c̃ between 0 and t. This gives

|∂ξ2φ(t, x, ξ)| = |x2(0)| = |tẋ2(c̃)| = |tξ2(c̃)| ≥ C|t|2−j,

for some uniform constant C > 0.

We now return to the kernels Kj,+(x, y). By Lemma 3.1, (3.8), and (3.9), we write

Kj,+(x, y) = λ2
∫∫

eiλ(t+φ(t,x,ξ)−y·ξ)ãj(t, x, y, ξ)χ̂2(t) dξ dt,

where ãj(t, x, y, ξ) = 0 unless

χ1

(
2j
∂x2φ(t, x, ξ)

|dxφ(t, x, ξ)|g

)
̸= 0, χ1

(
2j
ξ2
|ξ|g

)
̸= 0, and |ξ|g ∈ [

c1
2
, 2c−1

1 ],

for some small constant c1 > 0. Moreover, we have

|∂kt ∂lξ1∂
m
ξ2
ãj| ≤ Ck,l,m2

jm. (3.11)

Here, we used (3.3) and size estimates of qj and κ
∗
t qj, since |ξ|g ≈ 1 by the support

properties of Υ. Also, note that y2 = 0 in Fermi coordinates if y = (y1, y2) ∈ γ. If we
set

Lξ =
1− iλ(∂ξ1φ(t, x, ξ)− y1)∂ξ1 − iλ2−2j∂ξ2φ(t, x, ξ)∂ξ2
1 + λ2|∂ξ1φ(t, x, ξ)− y1|2 + λ22−2j|∂ξ2φ(t, x, ξ)|2

then we have

Lξ(e
iλ(t+φ(t,x,ξ)−y1ξ1)) = eiλ(t+φ(t,x,ξ)−y1ξ1).

Integration by parts gives us that∣∣∣∣∫ eiλ(t+φ(t,x,ξ)−y1ξ1)ãj(t, x, y, ξ) dξ

∣∣∣∣ = ∣∣∣∣∫ eiλ(t+φ(t,x,ξ)−y1ξ1)(LTξ )
N(ãj(t, x, y, ξ)) dξ

∣∣∣∣ ,
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where LTξ is the transpose of Lξ. For simplicity, we set

w1 = λ(∂ξ1φ− y1), w2 = λ2−j∂ξ2φ,

L = Lξ =
1− iw1∂ξ1 − iw22

−j∂ξ2
1 + w2

1 + w2
2

.

Here, w1 and w2 are functions of λ, t, x, y, ξ and we suppress the arguments for con-
venience if necessary. We then write (up to signs)

LT ãj = A0 + A1 + A2 + A3 + A4,

where

A0 =
1

1 + w2
1 + w2

2

ãj, A1 =
iw1

1 + w2
1 + w2

2

∂ξ1 ãj, A2 =
iw2

1 + w2
1 + w2

2

2−j∂ξ2 ãj,

A3 = ãj∂ξ1

(
iw1

1 + w2
1 + w2

2

)
, A4 = ãj2

−j∂ξ2

(
iw2

1 + w2
1 + w2

2

)
.

By (3.11), we have

|A0|, |A1|, |A2| ≤
1

(1 + w2
1 + w2

2)
1
2

. (3.12)

We note that A3 is

ãj∂ξ1

(
iw1

1 + w2
1 + w2

2

)
= ãj∂w1

(
iw1

1 + w2
1 + w2

2

)
∂ξ1w1 + ãj∂w2

(
iw1

1 + w2
1 + w2

2

)
∂ξ1w2,

where ∂ξ1w1 = λ∂2ξ1φ and ∂ξ1w2 = λ2−j∂2ξ1ξ2φ. Similarly, A4 is

ãj2
−j∂w1

(
iw2

1 + w2
1 + w2

2

)
∂ξ2w1 + ãj2

−j∂w2

(
iw2

1 + w2
1 + w2

2

)
∂ξ2w2,

where ∂ξ2w1 = λ∂2ξ1ξ2φ and ∂ξ2w2 = λ∂2ξ2φ. Both A3 and A4 contain terms of the form
∂αφ for |α| ≥ 2, and we want to approximate these first. Recall that we are assuming
|t| ≲ 1, by the support properties of χ.

Lemma 3.7. If |α| ≥ 2 for α = (α1, α2), then

|∂αξ φ| ≲


|ξ2|2|t|, if α2 = 0,

|ξ2||t|, if α2 = 1,

|t|, for any |α| ≥ 2.

Proof. It follows from (3.1) that

φ(t, x, ξ) = x · ξ −
∫ t

0

p(x,∇xφ(s, x, ξ)) ds,
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where p(x, ξ) = |ξ|g(x). For any |α| ≥ 2, we obtain

|∂αξ φ| =
∣∣∣∣−∫ t

0

∂αξ (p(x,∇xφ(s, x, ξ))) ds

∣∣∣∣ ≤ |t| sup
ξ

[
∂αξ (p(x,∇xφ(s, x, ξ)))

]
≤ Cα|t|.

(3.13)

We now focus on α2 = 0 or α2 = 1.
On the other hand, if Φ(ξ) is homogeneous of degree −k, then, by Euler’s homo-

geneous theorem, we have

ξ1∂ξ1Φ + ξ2∂ξ2Φ = −kΦ. (3.14)

Since |ξ| ≈ 1, we have either |ξ1| ≈ 1 or |ξ2| ≈ 1. The case of |ξ1| ≤ |ξ2| is simpler.
Indeed, if |ξ1| ≤ |ξ2|, then |ξ2| ≈ 1, and so, by (3.13), we have |∂αξ φ| ≤ Cα|ξ2|l|t| for
any nonnegative integer l.

Thus, we may assume that |ξ2| ≤ |ξ1|, and so, |ξ1| ≈ 1. Taking Φ = ∂ξ2φ with
k = 0 in (3.14), it follows from (3.13) that

|∂2ξ1ξ2φ| =
∣∣∣∣ξ2ξ1∂2ξ2φ

∣∣∣∣ ≲ |ξ2||t|. (3.15)

Using this, if we take Φ = ∂ξ1φ with k = 0 in (3.14), then we have that

|∂2ξ1φ| =
∣∣∣∣ξ2ξ1∂2ξ2ξ1φ

∣∣∣∣ ≲ |ξ2|(|ξ2||t|) = |ξ2|2|t|.

We can also compute ∂3ξ1ξ1ξ2φ taking Φ = ∂2ξ1ξ2φ with k = −1

∂3ξ1ξ1ξ2φ = − 1

ξ1
∂2ξ1ξ2φ− ξ2

ξ1
∂3ξ1ξ2ξ2φ.

By (3.13) and (3.15), we have |∂3ξ1ξ1ξ2φ| ≲ |ξ2||t|. Similarly, we can find the estimate
for ∂3ξ1ξ1ξ1φ. The higher order derivatives of φ are bounded by induction and repeated
use of (3.15).

By Lemma 3.6, we have |∂ξ2φ| ≳ |ξ2||t|. By this and Lemma 3.7, we have that

|∂ξ1w1| = |λ∂2ξ1φ| ≲ λ|ξ2|2|t| ≲ λ|∂ξ2φ||ξ2| ≲ λ|∂ξ2φ|2−j ≲ |w2|,
|2−j∂ξ2w1| = |λ2−j∂2ξ1ξ2φ| ≲ λ2−j|ξ2||t| ≲ λ2−j|∂ξ2φ| ≲ |w2|,
|∂ξ1w2| = |λ2−j∂2ξ1ξ2φ| ≲ λ2−j|ξ2||t| ≲ λ2−j|∂ξ2φ| = |w2|,
|2−j∂ξ2w2| = |λ(2−j)2∂2ξ2φ| ≲ λ2−j|ξ2||t| ≲ λ2−j|∂ξ2φ| = |w2|.

We also have that

∂wl

(
wk

1 + w2
1 + w2

2

)
≲

1

1 + w2
1 + w2

2

, l, k ∈ {1, 2}.
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Combining these together, we have that

|A3|, |A4| ≲
|w2|

1 + w2
1 + w2

2

≤ (1 + w2
1 + w2

2)
1
2

1 + w2
1 + w2

2

=
1

(1 + w2
1 + w2

2)
1
2

.

By this and (3.12), we have

|LT ãj| ≲
1

(1 + w2
1 + w2

2)
1
2

. (3.16)

Inductively, we can obtain

|(LT )N ãj| ≲ (1 + w2
1 + w2

2)
−N

2 ≲ (1 + |w1|+ |w2|)−N .

Hence, integration by parts gives, for x, y ∈ γ,∣∣∣∣∫ eiλ(t+φ(t,x,ξ)−y1ξ1)ãj(t, x, y, ξ) dξ

∣∣∣∣
=

∣∣∣∣∫ (Lξ)
N(eiλ(t+φ(t,x,ξ)−y1ξ1))ãj(t, x, y, ξ) dξ

∣∣∣∣
=

∣∣∣∣∫ eiλ(t+φ(t,x,ξ)−y1ξ1)(LTξ )
N(ãj(t, x, y, ξ)) dξ

∣∣∣∣
≲
∫

(1 + λ|∂ξ1φ(t, x, ξ)− y1|+ λ2−j|∂ξ2φ(t, x, ξ)|)−N dξ,

and thus, we have that

|Kj,+(x1, 0, y1, 0)|

≤ CNλ
2

∫∫
supp(qj)

|χ̂2(t)|
(
1 + λ|∂ξ1φ(t, x, ξ)− y1|+ λ2−j|∂ξ2φ(t, x, ξ)|

)−N
dξ dt.

In Fermi coordinates, we can write γ = {(x1, 0) : |x1| ≤ ϵ} for some small ϵ > 0, and
so, we may write x = (x1, 0) and y = (y1, 0). To show (3.4), we now want to show
that ∫

|Kj,+(x1, 0, y1, 0)| dx1 ≲ 2j, and

∫
|Kj(x1, 0, y1, 0)| dy1 ≲ 2j.

To see these, first note that, by Lemma 3.4 and Lemma 3.6, we have |∂ξ2φ(t, x, ξ)| ≳
2−j|t| in both cases ξ1 ̸= 0 and ξ1 = 0, and so, we have that

|Kj,+(x1, 0, y1, 0)|

≤ CNλ
2

∫∫
ξ2≈2−j ,|ξ|≈1

|χ̂2(t)|(1 + λ|∂ξ1φ(t, (x1, 0), ξ)− y1|+ λ2−2j|t|)−N dt dξ,
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and thus, the second inequality follows from∫
|Kj,+(x1, 0, y1, 0)| dy1

≤ CNλ
2

×
∫
ξ2≈2−j ,|ξ|≈1

(∫∫
|χ̂2(t)|(1 + λ|∂ξ1φ(t, (x1, 0), ξ)− y1|+ λ2−2j|t|)−N dt dy1

)
dξ

≲ λ2(λ2−2j)−1λ−1Vol({ξ2 ≈ 2−j, |ξ| ≈ 1})
≲ 22j2−j = 2j.

Here, we gained λ−1 from y1 integration, λ2−2j from t integration, and Vol({|ξ2| ≈
2−j, |ξ| ≈ 1}) from ξ2 integration.

The proof that ∫
|Kj,+(x1, 0, y1, 0)| dx1 ≲ 2j

is similar, but it uses that |∂2x1ξ1φ(t, x, ξ)| ≥ c > 0 for some small c > 0, for |ξ|g ≈ 1
and ξ2 ≈ 2−j, i.e., |ξ1| ≈ 1.

To see |∂2x1ξ1φ(t, x, ξ)| ≳ 1, we recall that φ satisfies φ(0, x, ξ) = ⟨x, ξ⟩ (cf.
[38, Lemma 10.5 (ii)]). By this, we have |∂2x1ξ1φ(t, x, ξ)| = 1 at t = 0, and so,
|∂2x1ξ1φ(t, x, ξ)| ≳ 1 for small t by continuity, but we can focus only on small t by
taking ϵ0 > 0 to be sufficiently small in (2.1), and hence |∂2x1ξ1φ(t, x, ξ)| ≳ 1 in the
support of Kj,+.

This completes the proof of Proposition 2.5.

3.2 Proof of Proposition 2.4

In this section, by the TT ∗ argument, we want to show that

∥QJ ◦ χ2(λ− P ) ◦Q∗
Jf∥L2(γ) ≲ λ

1
3∥f∥L2(γ), J = ⌊log2 λ

1
3 ⌋. (3.17)

We obtain KJ , ãJ , vJ , etc., by replacing j by J in the settings of the previous section.
We also ignore the contribution of the remainder after using Egorov’s theorem.

Using the proof of Lemma 3.1, we have the following lemma.

Lemma 3.8. We have

(e−itP ◦Bt,J ◦Q∗
J)(x, y) = λ2

∫
eiλ(φ(t,x,ξ)−y·ξ)ãJ(t, x, y, ξ) dξ

+
λ6

(2π)4

∫
eiλ(φ(t,x,ξ)−y·ξ)RN(t, y)a(t, x, λξ) dξ,

(3.18)

where

ãJ(t, x, y, ξ) =
N−1∑
l=0

λ−lLlvJ(x, y; t, y, ξ, y, ξ), |∂αt RN | ≤ CN,αλ
−N

3 ,
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and the Ll are the differential operators with respect to (w, η, z, ζ) of order at most
2l acting on vJ at the point (w, η, z, ζ) = (y, ξ, y, ξ).

By Lemma 3.3 and the generalized Young’s inequality again, the contribution of
the second term of the right hand side of (3.18) is O(1) with N large, and so, we
focus on the first term in (3.18).

Using the proof of Lemma 3.5, we can also show that ξ̇2 is nonvanishing.

Lemma 3.9. For |s| ≪ 1, suppose ξ(s) ∈ supp(ãJ(s, x, y, ·)). Let γ be as above. If
ξ1(s) ̸= 0 for any small s, then, for x, y ∈ γ, in Fermi coordinates, we have either
ξ̇2(s) > 0 or ξ̇2(s) < 0.

With this in mind, we figure out the support properties of ãJ .

Lemma 3.10. Suppose ξ ∈ supp(qJ(x, y, λ(·))), and dxφ(t, x, ξ) ∈ supp(qJ(x, y, λ(·)))
for some x ∈ γ, i.e., x2 = 0 in Fermi coordinates. If |t| ≫ λ−

1
3 , then ãJ(t, x, y, ξ) = 0,

and thus, ãJ is supported where |t| ≲ λ−
1
3 .

Proof. Suppose (z(s), ξ(s)) is the curve such that z(t) = x, ξ(0) = ξ. It follows that

dxφ(t, x, ξ) = ξ(t) = (ξ1(t), ξ2(t)), dξφ(t, x, ξ) = z(0) = (z1(0), z2(0)).

By construction, we have ãJ(t, x, y, ξ) = 0 in Fermi coordinates unless

χ̃J

(
λ

1
3
|ξ2(t)|
|ξ(t)|g

)
̸= 0, and χ̃J

(
λ

1
3
|ξ2|
|ξ|g

)
̸= 0.

By the support properties of Υ, we have |ξ|g ≈ 1 and |ξ(t)|g ≈ 1, and so, we have
ãJ(t, x, y, ξ) = 0 unless

|ξ2(t)| ≲ λ−
1
3 , |ξ2(0)| ≲ λ−

1
3 .

We want to show that we cannot have |ξ2(t)| ≲ λ−
1
3 when |t| ≫ λ−

1
3 . We note that

ξ1(s) ̸= 0 for any small s. Indeed, if |ξ2| ≲ λ−
1
3 and |ξ| ≈ 1, then |ξ1| ≳ 1.

By the mean value theorem, we have

ξ2(t) = ξ2(0) + ξ̇2(ct)t, (3.19)

where ct is between 0 and t. Since χ̂2 is compactly supported in [−2ϵ0, 2ϵ0] for small
ϵ0 > 0 by (2.1), by the proof of Lemma 3.9, there exists a c̃ > 0 such that |ξ̇2(s)| ≥ c̃.

If |ξ2(0)| ≫ λ−
1
3 , then we have ãJ vanishes automatically. If |ξ2(0)| ≲ λ−

1
3 and

|t| ≫ λ−
1
3 , then, by (3.19) and |ξ̇2(s)| ≥ c̃, we have

|ξ2(t)| ≥ |ξ̇2(ct)||t| − |ξ2(0)| ≫ λ−
1
3 .

Hence, the amplitude ãJ is supported where |t| ≲ λ−
1
3 .
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In Fermi coordinates, by Lemma 3.8, modulo O(1) errors, we write

KJ(x, y) = λ2
∫∫

eiλ[t+φ(t,x,ξ)−y·ξ]χ̂2(t)ãJ(t, x, y, ξ) dξ dt,

where, by Lemma 3.10, ãJ(t, x, y, ξ) is supported where |t| ≲ λ−
1
3 . Moreover, we have

|∂kt ∂lξ1∂
m
ξ2
ãJ | ≤ Ck,l,m(λ

1
3 )m. (3.20)

As before, here we used (3.3) and size estimates of qj and κ
∗
t qj, since |ξ|g ≈ 1 by the

support properties of Υ. Note that y2 = 0 in Fermi coordinates for y = (y1, y2) ∈ γ.
As before, if we set

Lξ =
1− iw1∂ξ1
1 + |w1|2

, w1 = λ(∂ξ1φ(t, x, ξ)− y1),

then we have

Lξ(e
iλ(t+φ(t,x,ξ)−y1ξ1)) = eiλ(t+φ(t,x,ξ)−y1ξ1).

By Lemma 3.7, we have

|∂kξ1φ| ≲ |ξ2|2|t|, for k ≥ 2,

which in turn implies that

|∂kξ1w1| ≲ λ|ξ2|2|t| ≲ λ(λ−
1
3 )2λ−

1
3 ≲ 1, k ≥ 1. (3.21)

Integration by parts, as before, gives, for x, y,∈ γ,∣∣∣∣∫ eiλ[t+φ(t,x,ξ)−y1ξ1]ãJ(t, x, y, ξ) dξ

∣∣∣∣ = ∣∣∣∣∫ eiλ[t+φ(t,x,ξ)−y1ξ1](LTξ )
N(ãJ(t, x, y, ξ)) dξ

∣∣∣∣ ,
where LTξ is the transpose of Lξ. As above, we write (up to signs)

LTξ ãJ = B0 +B1 +B2,

where

B0 =
1

1 + w2
1

ãJ , B1 =
iw1

1 + w2
1

∂ξ1 ãJ , B2 = ãJ∂ξ1

(
iw1

1 + w2
1

)
.

By (3.20), we have

|B0|, |B1| ≲
1

(1 + w2
1)

1
2

≲
1

1 + |w1|
. (3.22)

Since we have

B2 = ãJ∂w1

(
iw1

1 + w2
1

)
∂ξ1w1 = ãJ

i(1− w2
1)

(1 + w2
1)

2
∂ξ1w1,
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it follows from (3.21) that

|B2| ≤ |ãJ |
1 + w2

1

(1 + w2
1)

2
|∂ξ1w1| ≲

1

1 + w2
1

≲
1

(1 + |w1|)2
.

By this and (3.22), we have

|B0|, |B1|, |B2| ≲
1

1 + |w1|
.

Hence, integration by parts gives, for x, y,∈ γ,

|KJ(x, y)| ≤ CNλ
2

∫∫
|t|≲λ−

1
3 ,|ξ2|≲λ−

1
3 ,|ξ|g≈1

|χ̂2(t)|(1 + λ|∂ξ1φ(t, x, ξ)− y1|)−N dξ dt.

In Fermi coordinates, we write γ = {(x1, 0) : |x1| ≤ ϵ} for ϵ > 0 small, and so,
x = (x1, 0) and y = (y1, 0). We thus want to show that∫

|KJ(x1, 0, y1, 0)| dx1 ≲ λ
1
3 ,

∫
|KJ(x1, 0, y1, 0)| dy1 ≲ λ

1
3 . (3.23)

Indeed, this and Young’s inequality imply (3.17) immediately.
We first focus on

∫
|KJ(x1, 0, y1, 0)| dy1. We take C̃ > 0 sufficiently large, and

bound∫
|KJ(x1, 0, y1, 0)| dy1

≤ CNλ
2

∫∫∫
|t|≲λ−

1
3 ,|ξ2|≲λ−

1
3 ,|ξ|g≈1

|χ̂2(t)|(1 + λ|∂ξ1φ(t, x, ξ)− y1|)−N dy1 dξ dt

≲ λ2λ−1λ−
1
3Vol({|ξ2| ≲ λ−

1
3 , |ξ| ≈ 1}) ≲ λ

1
3 .

Here, we gained λ−1 from y1 integration, λ−
1
3 from t integration due to |t| ≲ λ−

1
3 ,

and Vol({|ξ2| ≲ λ−
1
3 , |ξ| ≈ 1}) from ξ2 integration.

The proof of the second inequality in (3.23) is similar, but uses that |∂2x1ξ1φ(t, x, ξ)| ≳
1 for small t as in the case j ≤ J − 1.

This completes the proof of Proposition 2.4.

3.3 Proof of Proposition 2.3

As we promised before, we talk about Proposition 2.3 here. Let Q̃ = I −
∑

j≤J Qj.
By the Fourier inversion formula, we write

Q̃f(x) =

∫
Q̃(x, y)f(y) dy,

where

Q̃(x, y) =
1

(2π)2

∫
ei(x−y)·ξ

(
1−

∑
j≤J

qj(x, y, ξ)
)
dξ.
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Setting

q̃(x, y, ξ) = 1−
∑
j≤J

qj(x, y, ξ),

we write

q̃(x, y, ξ) = 1− χ0(ρ(x, γ))χ̃0(ρ(y, γ))
∑
j≤J

χ̃j

(
2j
|ξ(N)|
|ξ|g

)
Υ(|ξ|g/λ)

= 1− χ0(ρ(x, γ))χ̃0(ρ(y, γ))Υ(|ξ|g/λ).

Let Q̃ be a pseudodifferential operator whose kernel is Q̃(x, y). Since χ0, χ̃0, and Υ
are compactly supported bump functions, we have

|∂αx,y,ξ q̃(x, y, λξ)| ≤ Cα,

and so, we can consider integration by parts below easily.
We write the kernel of Q̃ ◦ χ(λ− P ) as

(Q̃ ◦ χ(λ− P ))(x, y) =
λ4

(2π)3

∫∫∫∫
eiλΨ(t,z,η,ξ)χ̂(t)q̃(x, z, λη)a(t, z, λξ) dt dz dη dξ,

where

Ψ(t, z, η, ξ) = (x− z) · η + φ(t, z, ξ)− y · ξ.

We note that, on the support of q̃(x, z, λη) in η,

|∇t,zΨ(t, z, η, ξ)| = |(Ψ′
t,Ψ

′
z)| =

√
|1− |∇zφ(t, z, ξ)|g(z)|2 + |∇zφ(t, z, ξ)− η|2

≳ |1− |∇zφ(t, z, ξ)|g(z)|+ ||∇zφ(t, z, ξ)|g(z) − |η||
≥ |1− |η|| ≳ 1 + |η|.

With this in mind, we first consider the integral

λ4

(2π)3

∫∫∫∫
eiλΨ(t,z,η,ξ)χ̂(t)q̃(x, z, λη)a(t, z, λξ)(1−Υ(|ξ|)) dt dz dη dξ. (3.24)

On the support of 1−Υ(ξ) in ξ, we have that

|∇t,zΨ(t, z, η, ξ)| ≳ |1− |∇zφ(t, z, ξ)|g(z)| = |1− |ξ|g(∇ξφ(t,z,ξ))| ≈ |1− |ξ|| ≈ 1 + |ξ|,

when we choose c1 > 0 small enough in (2.3). Integration by parts in t and z then
gives us that the integral (3.24) is dominated by

Cλ4λ−N
∫∫∫∫

t∈supp(χ̂),|z|≲1

(1 + |η|)−N ′
(1 + |ξ|)−N ′

dt dz dη dξ ≲ λ4−N ,
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when we take N,N ′ large enough. Using the generalized Young’s inequality, this
satisfies the estimates (2.8), and thus, we focus on the integral

λ4

(2π)3

∫∫∫∫
eiλΨ(t,z,η,ξ)χ̂(t)q̃(x, z, λη)a(t, z, λξ)Υ(|ξ|) dt dz dη dξ.

In this case, the amplitude of the integral is compactly supported in ξ, and so, we
do not need to consider |Ψ′

t| separately. Thus, integration by parts in t and z, the
integral is dominated by

Cλ4λ−N
∫∫∫∫

t∈supp(χ̂),|z|≲1,|ξ|≈1

(1 + |η|)−N dt dz dη dξ ≲ λ4−N ,

when we take N large enough, which proves Proposition 2.3.
This shows (2.8) by using the generalized Young’s inequality, and thus, completes

the proof of Theorem 1.1.
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Chapter 4

Proof of Theorem 1.2

In this chapter, assuming nonpositive sectional curvatures on M , we want to prove
Theorem 1.2. Let

T = c0 log λ, (4.1)

where c0 > 0 is small but fixed, which will be specified later. Let P =
√
−∆g as

before. As in Theorem 1.1, we would have Theorem 1.2, if we could show that

∥χ(T (λ− P ))f∥Lp(γ) ≤ Cp
λ

1
3
− 1

3p

T
1
2

∥f∥L2(M), 2 ≤ p < 4, (4.2)

where Cp → ∞ as p → 4. Indeed, it is enough to show (4.2), since the operator
χ(T (λ− P )) is invertible on the range of the spectral projector 1[λ,λ+(log λ)−1](P ) and

∥χ(T (λ− P ))−1 ◦ 1[λ,λ+(log λ)−1](P )∥L2(M)→L2(M) ≲ 1.

By the spectral theorem, we write

P =
∞∑
j=1

λjEj, I =
∞∑
j=1

Ej,

where the Ej : L
2 → L2 are the projection operators that project onto the eigenspaces

with eigenvalues λj. Recall the definitions of the spectral projection (approximate)
operators.

χ(λ− P )f =
∞∑
j=0

χ(λ− λj)Ejf, χ(T (λ− P ))f =
∞∑
j=0

χ(T (λ− λj))Ejf,

1[λ,λ+1)(P )f =
∑

λj∈[λ,λ+1)

Ejf.

Let Rγ be the restriction to γ, defined by Rγf = f |γ. Note the following estimate by
a well-known argument using the estimates for the unit window projections 1[λ,λ+1]

and size estimates of χ (cf. [33], [37], [9], etc.).
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Lemma 4.1. We have

∥(I − χ(λ− P )) ◦ χ(T (λ− P ))f∥L2(γ) ≲
λ

1
6

T
∥f∥L2(M).

Proof. By duality and Theorem 1.1, we have

∥1[k,k+1)(P ) ◦ R∗
γg∥L2(M) ≲ k

1
6∥g∥L2(γ). (4.3)

If we set

ψT (ζ) = (1− χ(ζ))χ(Tζ), ψT (λ− P ) = (I − χ(λ− P ))χ(T (λ− P )),

then Lemma 4.1 follows from

∥ψT (λ− P )f∥L2(γ) ≲
λ

1
6

T
∥f∥L2(M). (4.4)

We note that

|ψT (ζ)| ≤ CNT
−1(1 + T |ξ|)−N , N = 1, 2, 3, · · · . (4.5)

Indeed, since χ(0) = 1 and χ ∈ S(R), by the mean value theorem, there exists a c̃
between 0 and ζ such that

|ψT (ζ)| = |(χ(0)− χ(ζ))χ(Tζ)|
= | − χ′(c̃)ζχ(Tζ)| ≤ ∥χ′∥∞|ζ||χ(Tζ)| ≤ CNT

−1(1 + T |ζ|)−N .

In the last inequality, we used the fact that χ ∈ S(R) and that

|ζ||χ(Tζ)| ≤ CNT
−1(1 + T |ζ|)−N .

Indeed, if |ζ| ≤ T−1, then

|ζ||χ(Tζ)| ≤ CNT
−1(1 + T |ζ|)−N ,

and, if |ζ| ≥ T−1, then

|ζ||χ(Tζ)| ≤ CN+1|ζ|(1 + T |ζ|)−(N+1)

≤ CN+1|ζ|(T |ζ|)−N−1 = CN+1T
−1(T |ζ|)−N ≤ C ′

NT
−1(1 + T |ζ|)−N .

By (4.5), we have, for λ≫ 1,

|ψT (λ− τ)
∞∑
k=0

1[k,k+1)(τ)|

≤ CN
1

T

∞∑
k=0

(1 + T |λ− τ |)−N1[k,k+1)(τ)

≤ CN
1

T

∑
k<⌊λ⌋

(1 + T (⌊λ⌋ − k − 1))−N1[k,k+1)(τ) + CN
1

T
1[⌊λ⌋,⌊λ⌋+1)(τ)

+ CN
1

T

∑
k≥⌊λ⌋+1

(1 + T (k − ⌊λ⌋))−N1[k,k+1)(τ).

(4.6)
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Recall that, for a function ϕ, we have ∥ϕ(P )∥L2(M)→L2(M) ≤ supτ |ϕ(τ)|. Indeed, we
have

∥ϕ(P )f∥2L2(M) =
∞∑
j=0

ϕ(λj)
2∥Ejf∥2L2(M) ≤ (sup

j
|ϕ(λj)|)2

∞∑
j=0

∥Ejf∥2L2(M)

≤ (sup
τ

|ϕ(τ)|)2∥f∥2L2(M).

With this in mind, since the operator 1[k,k+1)(P ) is a projection operator, we know
12
[k,k+1)(P ) = 1[k,k+1)(P ), which in turn implies that, by (4.3) and (4.6),

∥ψT (λ− P ) ◦ R∗
γg∥2L2(M)

=
∞∑
k=0

∥ψT (λ− P ) ◦ 12
[k,k+1)(P ) ◦ R∗

γg∥2L2(M)

=
∞∑
k=0

∥[ψT (λ− P ) ◦ 1[k,k+1)(P )] ◦ [1[k,k+1)(P ) ◦ R∗
γ]g∥2L2(M)

≤ CN
T 2

∑
0≤k≤⌊λ⌋−1

(
(1 + T (⌊λ⌋ − k − 1))−N∥1[k,k+1) ◦ R∗

γg∥L2(M)

)2
+
CN
T 2

∥1[⌊λ⌋,⌊λ⌋+1)(P ) ◦ R∗
γg∥2L2(M)

+ CN
1

T 2

∑
k≥⌊λ⌋+1

(
(1 + T (k − ⌊λ⌋))−N∥1[k,k+1) ◦ R∗

γg∥L2(M)

)2
≤ CN

T 2

∑
0≤k≤⌊λ⌋−1

(1 + T (⌊λ⌋ − k − 1))−2N(k
1
6 )2∥g∥2L2(γ) +

CN
T 2

(⌊λ⌋
1
6 )2∥g∥2L2(γ)

+
CN
T 2

∑
k≥⌊λ⌋+1

(1 + T (k − ⌊λ⌋))−2N(k
1
6 )2∥g∥2L2(γ)

≤ CN
T 2

∑
0≤k≤⌊λ⌋−1

(1 + T (⌊λ⌋ − k − 1))−2Nk
1
3∥g∥2L2(γ) +

CN
T 2

λ
1
3∥g∥2L2(γ)

+
CN
T 2

∑
k≥⌊λ⌋+1

(1 + T (k − ⌊λ⌋))−2Nk
1
3∥g∥2L2(γ).

We next want to show that∑
0≤k≤⌊λ⌋−1

(1 + T (⌊λ⌋ − k − 1))−2Nk
1
3 ≲ λ

1
3 ,

∑
k≥⌊λ⌋+1

(1 + T (k − ⌊λ⌋))−2Nk
1
3 ≲ λ

1
3 .

We prove the first inequality here. Similar arguments will work for the second one.
Recall that (a + b)

1
3 ≤ a

1
3 + b

1
3 for a, b ≥ 0. With this in mind, changing indices, we
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have ∑
0≤k<⌊λ⌋

(1 + T (⌊λ⌋ − k − 1))−2Nk
1
3 =

⌊λ⌋−1∑
k=0

(⌊λ⌋ − 1− k)
1
3

(1 + Tk)2N
≤

⌊λ⌋−1∑
k=0

(λ+ k)
1
3

(1 + Tk)2N

≤
⌊λ⌋−1∑
k=0

λ
1
3 + k

1
3

(1 + Tk)2N

≤ λ
1
3 +

⌊λ⌋−1∑
k=1

(
λ

1
3

T 2Nk2N
+

1

T 2Nk2N− 1
3

)

≤ λ
1
3 +

λ
1
3

T 2N

∞∑
k=1

1

k2N
+

1

T 2N

∞∑
k=1

1

k2N− 1
3

≲ λ
1
3 +

λ
1
3

T 2N
+

1

T 2N

≲ λ
1
3 ,

by taking N ≫ 1.
Putting these together, we have

∥ψT (λ− P ) ◦ R∗
γg∥2L2(M) ≲

λ
1
3

T 2
∥g∥2L2(γ),

and thus,

∥ψT (λ− P ) ◦ R∗
γg∥L2(M) ≲

λ
1
6

T
∥g∥L2(γ).

By this and duality, we have (4.4), which completes the proof of Lemma 4.1.

Remark 4.2. In fact, compared to the above lemma, we can have an easier proof of

∥(I − χ(λ− P )) ◦ χ(T (λ− P ))f∥L2(γ) ≲
λ

1
6

T
1
2

∥f∥L2(M), (4.7)

which is still enough in our case. Considering the proof of Lemma 4.1, (4.7) follows
from

1

T

∞∑
k=0

(1 + T |λ− k|)k
1
3 ≲

λ
1
3

T
.

We first want to replace the sum in the left hand side by the integral

1

T

∫ ∞

0

(1 + |λ− s|)−Ns
1
3 ds.

Indeed, first note that

1

T

∞∑
k=0

(1 + T |λ− k|)−Nk
1
3 =

1

T

∞∑
k=0

∫ k+1

k

(1 + T |λ− k|)−Nk
1
3 ds.
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For k ≤ s ≤ k + 1 and T = c0 log λ≫ 1, we have

(1 + T |λ− k|)−N ≤ (1 +
1

2
|λ− k|)−N

≤ (1 +
1

2
|λ− s| − 1

2
|k − s|)−N

≤ (1− 1

2
+

1

2
|λ− s|)−N = 2N(1 + |λ− s|)−N ,

which in turn implies that

1

T

∞∑
k=0

∫ k+1

k

(1 + T |λ− k|)−N ds ≤ 2N

T

∞∑
k=0

∫ k+1

k

(1 + |λ− s|)−Nk
1
3 ds

≤ CN
T

∞∑
k=0

∫ k+1

k

(1 + |λ− s|)−Ns
1
3 ds

=
CN
T

∫ ∞

0

(1 + |λ− s|)−Ns
1
3 ds.

It then suffices to show that

1

T

∫ ∞

0

(1 + |λ− s|)−Ns
1
3 ds ≲

λ
1
3

T
.

But we have that

1

T

∫ ∞

0

(1 + |λ− s|)−Ns
1
3 ds =

1

T

∫ λ

−∞

(λ− s)
1
3

(1 + |s|)N
ds

≤ 1

T

∫ ∞

−∞

(λ+ |s|) 1
3

(1 + |s|)N
ds

≤ 1

T

∫ ∞

−∞

λ
1
3

(1 + |s|)N
ds+

1

T

∫ ∞

−∞

|s| 13
(1 + |s|)N

ds

≲
λ

1
3

T
+

1

T
≲
λ

1
3

T
,

when we take N large enough, which completes the proof.

We have shown that

∥(I − χ(λ− P )) ◦ χ(T (λ− P ))f∥L2(γ) ≲
λ

1
6

T
∥f∥L2(M).

Similarly, using [12, Theorem 1] (see also [21, Theorem 1.1]) instead of Theorem 1.1,
we have that

∥(I − χ(λ− P )) ◦ χ(T (λ− P ))f∥L4(γ) ≲
λ

1
4

T
∥f∥L2(M).
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By interpolation, we have that

∥(I − χ(λ− P )) ◦ χ(T (λ− P ))f∥Lp(γ) ≲
λ

1
3
− 1

3p

T
∥f∥L2(M), 2 ≤ p ≤ 4.

We would therefore have (4.2) if we could show

∥χ(λ− P ) ◦ χ(T (λ− P ))f∥Lp(γ) ≤ Cp
λ

1
3
− 1

3p

T
1
2

∥f∥L2(M), 2 ≤ p < 4.

This follows from∑
j≤J

∥Qj ◦ χ(λ− P ) ◦ χ(T (λ− P ))f∥Lp(γ) ≤ Cp
λ

1
3
− 1

3p

T
1
2

∥f∥L2(M), 2 ≤ p < 4, (4.8)

and, for N = 1, 2, 3, · · · ,

∥(I −
∑
j≤J

Qj) ◦ χ(λ− P ) ◦ χ(T (λ− P ))f∥Lp(γ) ≲ λ−N∥f∥L2(M), 2 ≤ p < 4. (4.9)

We first show (4.9). Recall that

∥χ(T (λ− P ))f∥L2(M) ≲ ∥f∥L2(M). (4.10)

By Proposition 2.3 and (4.10), we have, for 2 ≤ p < 4 and N = 1, 2, 3, · · · ,

∥(I −
∑
j≤J

Qj) ◦ χ(λ− P ) ◦ χ(T (λ− P ))f∥Lp(γ) ≤ CNλ
−N∥χ(T (λ− P ))f∥L2(M)

≲ λ−N∥f∥L2(M),

which is better than (4.9), and so, we are left to show (4.8).
Before we proceed further, let us look at the L2(M) → L4(γ) estimate of Qj ◦

χ(λ− P ).

Lemma 4.3. For j ≤ J , we have

∥Qj ◦ χ(λ− P )f∥L4(γ) ≤ Cλ
1
4∥f∥L2(M).

It follows from (4.10) that

∥Qj ◦ χ(λ− P ) ◦ χ(T (λ− P ))f∥L4(γ) ≲ λ
1
4∥χ(T (λ− P ))f∥L2(M) ≲ λ

1
4∥f∥L2(M).

(4.11)

Proof. In Fermi coordinates as above, we write, for ϵ > 0 small,

γ = {(r, 0) : |r| ≤ ϵ}, γc = {(x1, x2) : |x1| ≤ ϵ, x2 = c}.

We first show that

∥Rγ ◦Qjg∥L4(γ) ≲ sup
|c|≤ϵ

∥Rγcg∥L4(γc), (4.12)
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where Rγg and Rγcg are the restrictions of g onto γ and γc, respectively.
We can write

(Rγ ◦Qj)(r, y) =
1

(2π)2

∫
ei[(r−y1)ξ1−y2ξ2]qj(r, 0, ξ) dξ.

We may assume |y1|, |y2| ≤ ϵ by a partition of unity if necessary. By (2.6), integration
by parts then gives

|(Rγ ◦Qj)(r, y)| ≤ CNλ
22−j(1 + λ|r − y1|+ λ2−j|y2|)−2N

≤ CNλ
22−j(1 + λ|r − y1|)−N(1 + λ2−j|y2|)−N , N = 1, 2, 3, · · · .

This implies that∫
|(Rγ ◦Qj)(r, y1, y2)| dr,

∫
|(Rγ ◦Qj)(r, y1, y2)| dy1 ≲ CNλ2

−j(1 + λ2−j|y2|)−N .

By Young’s inequality, we then have that

∥Rγ ◦Qjg(·, y2)∥L4
r([−ϵ,ϵ]) ≲ λ2−j(1 + λ2−j|y2|)−N∥g(·, y2)∥L4

y1
([−ϵ,ϵ]).

By this, (2.4), and Minkowski’s inequality for integrals, we have that, for 0 < ϵ≪ 1,

∥Rγ ◦Qjg∥L4(γ) =

(∫ ∣∣∣∣∫ [∫ (Rγ ◦Qj)(r, y1, y2)g(y1, y2) dy1

]
dy2

∣∣∣∣4 dr
) 1

4

≤
∫

∥(Rγ ◦Qj)g(·, y2)∥L4([−ϵ,ϵ]) dy2

≲ λ2−j
∫

(1 + λ2−j|y2|)−N∥g(·, y2)∥L4([−ϵ,ϵ]) dy2

≲ sup
|y2|≤ϵ

∥g(·, y2)∥L4([−ϵ,ϵ]) = sup
|c|≤ϵ

∥g(·, c)∥L4([−ϵ,ϵ]) = sup
|c|≤ϵ

∥Rγcg∥L4(γc),

which proves (4.12).
By (the proof of) [12, Theorem 1] and [21, Theorem 1.1], we know that

sup
|c|≤ϵ

∥Rγc ◦ χ(λ− P )f∥L4(γc) ≲ λ
1
4∥f∥L2(M).

Here, the implicit constants are uniform, which are stable under C∞ perturbation of
γ. Combining this and (4.12) with g = χ(λ− P )f , we obtain that

∥Rγ ◦Qj ◦ χ(λ− P )f∥L4(γ) ≲ sup
|c|≤ϵ

∥Rγc ◦ χ(λ− P )f∥L4(γc) ≲ λ
1
4∥f∥L2(M).

This completes the proof.
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By Proposition 2.5 and Lemma 4.3, we have that, for j ≤ J ,

∥Qj ◦ χ(λ− P )f∥L2(γ) ≤ C2
j
2∥f∥L2(M),

∥Qj ◦ χ(λ− P )f∥L4(γ) ≤ Cλ
1
4∥f∥L2(M).

By interpolation, we have

∥Qj ◦ χ(λ− P )f∥Lp(γ) ≤ C2
j
2
( 4
p
−1)λ

1
4
(2− 4

p
)∥f∥L2(M), 2 ≤ p < 4. (4.13)

Let ϵ > 0 be a fixed but small number, which will be specified later. By (4.13) and
(4.10), if 2 ≤ p < 4, then∑

j≤⌊log2 λ
1
3−ϵ⌋

∥Qj ◦ χ(λ− P ) ◦ χ(T (λ− P ))f∥Lp(γ)

≤ C
∑

j≤⌊log2 λ
1
3−ϵ⌋

2
j
2
( 4
p
−1)λ

1
4
(2− 4

p
)∥χ(T (λ− P ))f∥L2(M)

≤ 2C

1− 2−
1
2
( 4
p
−1)

λ
1
3
− 1

3p
− ϵ

2
( 4
p
−1)∥f∥L2(M)

≤ 2C

1− 2−
1
2
( 4
p
−1)

λ
1
3
− 1

3p

T
1
2

∥f∥L2(M),

which satisfies (4.8).

Remark 4.4. We note that we cannot relax the condition Cp → ∞ as p → 4 in our
argument. Indeed, note that

lim
λ→∞

lim
ϵ→0

λ
1
3
− 1

3p
− ϵ

2
( 4
p
−1)

λ
1
3
− 1

3p/T
1
2

= lim
λ→∞

T
1
2 = ∞.

Also, if we set

Cp =
2C

1− 2−
1
2
( 4
p
−1)

,

then our argument gives

∑
j≤⌊log2 λ

1
3−ϵ⌋

∥Qj ◦ χ(λ− P ) ◦ χ(T (λ− P ))f∥Lp(γ) ≤ Cp
λ

1
3
− 1

3p

T
1
2

∥f∥L2(M),

but we have that lim
p→4

Cp = ∞.

If we set

χT (ζ) = χ(ζ/T ), µT (ζ) = χT (ζ)χ(ζ), (4.14)
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we have χ(λ − P )χ(T (λ − P )) = µT (T (λ − P )). Also, since χ̂T (ζ) = T χ̂(Tζ) and
µ̂T (t) = (2π)−1χ̂T ∗ χ̂(t), we have, by (2.1),

supp(µ̂T ) ⊂ supp(χ̂T ) + supp(χ̂) ⊂ [−ϵ0
T
,
ϵ0
T
] + [−ϵ0, ϵ0] ⊂ [−2ϵ0, 2ϵ0],

and so,

supp(µ̂2
T ) ⊂ supp(µ̂T ) + supp(µ̂T ) ⊂ [−4ϵ0, 4ϵ0], (4.15)

since T = c0 log λ≫ 1. We have shown that∑
j≤⌊log2 λ

1
3−ϵ⌋

∥Qj ◦ µT (T (λ− P ))f∥Lp(γ) ≤
2C

1− 2−
1
2
( 4
p
−1)

λ
1
3
− 1

3p

T
1
2

∥f∥L2(M),

For the rest of (4.8), we want to show that, for 2 ≤ p < 4,

∥Qj ◦ µT (T (λ− P ))f∥Lp(γ) ≲
2j(

2
p
− 1

2)λ
1
2
− 1

p

T
1
2

∥f∥L2(M), ⌊log2 λ
1
3
−ϵ⌋ ≤ j ≤ J.

Indeed, we have

∑
⌊log2 λ

1
3−ϵ⌋≤j≤J

2j(
2
p
− 1

2)λ
1
2
− 1

p

T
1
2

≲
λ

1
3
− 1

3p

T
1
2

.

Here, we take ϵ > 0 to be sufficiently small and choose a small c0 > 0 in (4.1).
By a TT ∗ argument, we would have (4.8) if we could show either, for 2 ≤ p < 4,

∥Qj ◦ µ2
T (T (λ− P )) ◦Q∗

jf∥Lp(γ) ≲
2j(

4
p
−1)λ1−

2
p

T
∥f∥Lp′ (γ), 2 ≤ p < 4. (4.16)

We want to lift this problem to the universal cover of M . Let M̃ be the universal
cover of M with the pullback metric g̃ under the covering map p : M̃ → M . By
the Cartan-Hadamard theorem, M̃ is diffeomorphic to R2 with the diffeomorphism
Tx0M

∼= R2 → M̃ for any x0 ∈ M , so that the map p = expx0 : Tx0M → M is a

smooth covering map. Without loss of generality, we write p : R2 ∼= M̃ →M .
Let D ⊂ R2 be a fundamental domain of the universal covering p so that every

point in R2 is the translate of exactly one point in D. Without loss of generality, we
may assume that γ and other amplitudes like qj are supported in D◦, where D◦ is
the interior of D, i.e., γ ⊂ D◦, and supp(qj) ⊂ D◦, etc. We write tildes over letters
to express that those letters are defined in R2 ∼= M̃ . For example, for any x ∈M , let
x̃ ∈ D be the unique point so that p(x̃) = x, p(γ̃) = γ, and the metric g̃ on R2 ∼= M̃
is the pullback metric of g, ρ̃(x̃, ỹ) is the Riemannian distance dg̃(x̃, ỹ), and so on.
Let Γ be the group of deck transformations α’s, which are diffeomorphisms satisfying
p ◦ α = p. With this in mind, if we have a function f̃ on D, we can extend this f̃ to
R2 ∼= M̃ by setting

f̃(x̃) = f̃(α(x̃)) for x̃ ∈ D.
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Here, since p : R2 →M is a local diffeomorphism, abusing notation we write

Q̃j(x̃, w̃) =
λ2

(2π)2

∫
eiλ(x̃−w̃)·η q̃j(x̃, w̃, λη) dη,

Q̃∗
j(z̃, ỹ) = Q̃j(ỹ, z̃) = Q̃j(α(ỹ), α(z̃)) =

λ2

(2π)2

∫
e−iλ(α(ỹ)−α(z̃))·ζ q̃j(α(ỹ), α(z̃), λζ) dζ.

Recall that we know from [34] that

(cos tP )(x, y) =
∑
α∈Γ

(cos t
√

−∆g̃)(x̃, α(ỹ)), x̃, ỹ ∈ D.

Also recall that, by a counting argument and finite propagation speed as in [34], there
are at most O(eCt) many nonzero terms in the sum.

Using Euler’s formula, we have, modulo O(λ−N) errors,

χ2(T (λ− P ))(x, y) =
1

πT

∫
eitλχ̂2(t/T ) cos(tP )(x, y) dt− χ2(T (λ+ P ))(x, y)

=
1

πT

∑
α∈Γ

∫
eitλχ̂2(t/T ) cos(t

√
−∆g̃)(x̃, α(ỹ)) dt,

since χ2(T (λ+ P ))(x, y) = O(λ−N).
We want to show that the estimate for α = Id satisfies (4.16).

Lemma 4.5. If α = Id and 2 ≤ p ≤ 4, then∥∥∥∥ 1

πT

∫∫
eitλµ̂2

T (t/T )(Q̃j ◦ cos(t
√

−∆g̃)(·, α(·)) ◦ Q̃∗
j)(γ̃(·), γ̃(s))f(s) dt ds

∥∥∥∥
Lp(γ)

≲
2j(

4
p
−1)λ1−

2
p

T
∥f∥Lp′ (γ),

which satisfies the estimate (4.16).

Proof. We choose β ∈ C∞
0 (R) satisfying

β(t) = 1 for |t| ≤ c, and β(t) = 0 for |t| ≥ 2c, (4.17)

for a small c > 0, which will be specified later in this proof. Since β(t)µ̂2
T (t/T ) is

compactly supported in t and

|∂kt [β(t)µ̂2
T (t/T )]| ≤ Ck,

the term β(t)µ̂2
T (t/T ) plays the same role as χ̂2(t) in Chapter 3. Thus, by the proof

of Theorem 1.1, we have, for α = Id,∥∥∥∥ 1

πT

∫∫
eitλβ(t)µ̂2

T (t/T )(Q̃j ◦ cos(t
√
−∆g̃)(·, ·) ◦ Q̃∗

j)(γ̃(·), γ̃(s))f(s) dt ds
∥∥∥∥
L2(γ)

≲
2j

T
∥f∥L2(γ).
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The difference between this and Theorem 1.1 is that we use the Hadamard parametrix
about the cosine propagator cos(t

√
−∆g̃) here, and we used the Lax parametrix about

e−itP there.
Similarly, instead of using Theorem 1.1, by using the proof of (4.11) with a TT ∗

argument, we can obtain, for α = Id,∥∥∥∥ 1

πT

∫∫
eitλβ(t)µ̂2

T (t/T )(Q̃j ◦ cos(t
√
−∆g̃)(·, ·) ◦ Q̃∗

j)(γ̃(·), γ̃(s))f(s) dt ds
∥∥∥∥
L4(γ)

≲
λ

1
2

T
∥f∥

L
4
3 (γ)

.

The desired estimate then follows from interpolation.
It then suffices to show that, for α = Id and N = 1, 2, 3, · · · ,∥∥∥∥ 1

πT

∫∫
eitλ(1− β(t))µ̂2

T (t/T )(Q̃j ◦ cos(t
√

−∆g̃)(·, ·) ◦ Q̃∗
j)(γ̃(·), γ̃(s))f(s)dtds

∥∥∥∥
Lp(γ)

≲ λ−N∥f∥Lp′ (γ).

We show this as in [15, Lemma 3.1]. We first consider the kernel of the integral
operator inside the L2 norm without Qj and Q

∗
j compositions

1

πT

∫
eitλ(1− β(t))µ̂2

T (t/T ) cos(t
√

−∆g̃)(x̃, ỹ) dt, x̃, ỹ ∈ D.

We recall properties of the cosine propagator (cf. [6, (5.14)], etc.)

sing supp(cos t
√
−∆g̃)(·, ·) ⊂ {(x̃, z̃) ∈ R2 × R2 : ρ̃(x̃, z̃) = |t|},

that is, cos(t
√

−∆g̃)(x̃, z̃) is smooth if ρ̃(x̃, z̃) ̸= |t|. Since 1 − β(t) = 0 for |t| ≤ c
where c > 0 is as in (4.17), we may assume that |t| ≥ c > 0. Here, we choose a
sufficiently small c > 0, compared to the injectivitiy radius of M . For α = Id, by
a partition of unity if necessary, we may assume that ρ̃(x̃, α(ỹ)) ≤ c/2 for x̃, ỹ ∈ D,
and thus,

|t| ≥ c > ρ̃(x̃, α(ỹ)), α = Id, x̃, ỹ ∈ D, that is, ρ̃(x̃, α(ỹ)) ̸= |t|.

This implies that cos(t
√
−∆g̃)(x̃, z̃) is smooth for x̃, z̃ ∈ R2, and thus, integration by

parts in t implies that

1

πT

∫
eitλ(1− β(t))µ̂2

T (t/T ) cos(t
√
−∆g̃)(x̃, α(ỹ)) dt = O(λ−N), α = Id, x̃, ỹ ∈ γ̃.
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For the contribution after compositions of Qj and Q
∗
j , by (2.6), we note that∣∣∣∣ 1

πT

∫
eitλ(1− β(t))µ̂2

T (t/T )(Q̃j ◦ cos(t
√
−∆g̃)(·, α(·)) ◦ Q̃∗

j)(γ̃(r), γ̃(s)) dt

∣∣∣∣
≲

1

T

∣∣∣∣ ∫∫ Q̃j(γ̃(r), z)

×
(∫

eitλ(1− β(t))µ̂2
T (t/T ) cos(t

√
−∆g̃)(z, w) dt

)
Q̃∗
j(w, γ̃(s)) dz dw

∣∣∣∣
≲ sup

z,w

(
1

T

∫
eitλ(1− β(t))µ̂2

T (t/T ) cos(t
√

−∆g̃)(z, w) dt

)
×
∫∫

|Q̃j(γ̃(r), z)||Q∗
j(w, γ̃(s))| dz dw

≲ λ−N sup
γ̃(r)

∫
|Q̃j(γ̃(r), z)| dz sup

γ̃(s)

∫
|Q̃∗

j(w, γ(s))| dw ≲ λ−N .

This completes the proof.

By Lemma 4.5, we can ignore the contribution of α = Id. Using Euler’s formula,
we know

µ2
T (T (λ− P ))(x, y) =

1

πT

∫
eitλµ̂2

T (t/T )(cos tP )(x, y) dt− µ2
T (T (λ+ P ))(x, y),

and also know that µ2
T (T (λ+ P ))(x, y) = O(λ−N). As in Chapter 3, if we set

Kj(x, y) =
1

2πT

∫
eitλµ̂2

T (t/T )(Qj ◦ e−itP ◦Q∗
j)(x, y) dt,

then, by Euler’s formula, modulo O(λ−N) errors, we have

Kj(x, y) =
1

πT

∫
eitλµ̂2

T (t/T )(Qj ◦ cos tP ◦Q∗
j)(x, y) dt,

which is the kernel of Qj ◦ µ2
T (T (λ− P )) ◦Q∗

j modulo O(λ−N) errors. From now on,

we focus on ⌊log2 λ
1
3
−ϵ⌋ ≤ j < J . Similar arguments will also work for j = J .

By a version of Egorov’s theorem in [11] and the subsequent observation in [1,
Theorem 4.2.4], we have

e−it
√

−∆g̃ ◦Q∗
j = B̃t,j ◦ e−it

√
−∆g̃ , (4.18)

where B̃t,j has a symbol

b̃t,j = κ∗−tq̃
∗
j + b′ = q̃j ◦ κ−t + b′,

with the Hamiltonian flow κt, and |b′| = O(λ−1+ 2
3
+2Λc0) = O(λ−

1
3
+2Λc0) for some fixed

Λ > 0. Since M is compact, we have |b′| = O(λ−
1
3
+2Λc0) = O(λ−

1
3
+ϵ′) for some small

ϵ′ > 0 when taking c0 > 0 to be sufficiently small in (4.1) for a uniform constant Λ.
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As before, we will ignore the contribution of the remainder b′, and write bt,j = κ∗t qj.

Using Euler’s formula again, we can replace e−it
√

−∆g̃ by cos t
√

−∆g̃ modulo O(λ−N)
errors in (4.18).

With this in mind, modulo O(λ−N) errors, we have that

Kj(x, y) =
1

πT

∫
eitλµ̂2

T (t/T )(Qj ◦Bt,j ◦ cos tP )(x, y) dt, (4.19)

where B̃t,j is the lift of Bt,j. Since p is a local isometry, we may assume | det p| = 1
in Riemannian measure. Using w = p(w̃) and z = p(z̃), we write

(Qj ◦Bt,j ◦ cos t
√
−∆g)(x, y)

=
∑
α

∫∫
D2

Q̃j(x̃, w̃)B̃t,j(w̃, z̃)(cos t
√

−∆g̃)(z̃, α(ỹ))| det p|2 dw̃ dz̃

=
∑
α

∫∫
D2

Q̃j(x̃, w̃)B̃t,j(w̃, z̃)(cos t
√
−∆g̃)(z̃, α(ỹ)) dw̃ dz̃.

By the Hadamard parametrix (cf. [3], [32], [34], etc.), we write, for x̃ ∈ D and
w̃ ∈ α(D),

(cos t
√

−∆g̃)(x̃, w̃) = K̃N(t, x̃; w̃) + R̃N(t, x̃; w̃),

where

K̃N(t, x̃; w̃) =

{∑N
ν=0 uν(x̃, w̃)∂tEν(t, ρ̃(x̃, w̃)), t ≥ 0,

−
∑N

ν=0 uν(x̃, w̃)∂tEν(−t, ρ̃(x̃, w̃)), t < 0.

We explain the uν and Eν below.
For simplicity, from now on, we focus on t ≥ 0. Similar arguments work for t ≤ 0.

Here, the C∞ functions uν are as in [3, §2 in B and (10)] and [32, p.35]:

u0(x̃, w̃) = Θ− 1
2 (x̃, w̃),

uν(x̃, w̃) = Θ− 1
2 (x̃, w̃)

∫ 1

0

sν−1Θ1/2(x̃, x̃s)∆g̃,w̃uν−1(x̃, x̃s) dx, ν = 1, 2, 3, · · · ,

Θ(x̃, w̃) = | detDexp−1
x̃ (w̃) expx̃ |,

where x̃s is the minimizing geodesic from x̃ to α(w̃) parametrized by arc length and

Θ = (det(g̃jk))
1
2 .

As in [32, Chapter 1], the distributions Eν are, in Rn, for ν = 0, 1, 2, · · · ,

Eν(t, x) = lim
ϵ→0+

ν!(2π)−n−1

∫∫
R1+n

eix·ξ+itτ (|ξ|2 − (τ − iϵ)2)−ν−1 dξ dτ,

and

E0(t, x) = H(t)× (2π)−n
∫
Rn

eix·ξ
sin t|ξ|
|ξ|

dξ,

□Eν = νEν−1, −2
∂Eν
∂x

= xEν−1, 2
∂Eν
∂t

= tEν−1, ν = 1, 2, 3, · · · ,
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where H(t) is the Heaviside function

H(t) =

{
1, t ≥ 0,

0, t < 0.

We have n = 2 in our work. Here, E0(t, x) is interpreted as

E0(t, x) =

{
(2π)−2

∫
R2 e

ix·ξ sin t|ξ|
|ξ| dξ, t ≥ 0,

0, t < 0,

and

⟨E0(t, ·), f⟩ = (2π)−2H(t)

∫
R2

sin t|ξ|
|ξ|

f̂(ξ) dξ,

that is, the Fourier transform of E0(t, ·) is sin t|ξ|
|ξ| . Also, since the Eν are radial in x,

we may abuse notation, for example, Eν(t, x) = Eν(t, |x|).
We will ignore the contribution of R̃N . We first recall a result in [3], [32, Theorem

3.1.5], and [22, Proposition 3.1], adapted to our settings.

Lemma 4.6 ( [3], [32], [22]). For |t| ≤ T , we have R̃N ∈ CN−5([−T, T ]×D×D) and

|∂βt,x,yR̃N(t, x̃; w̃)| ≲ eCβT , if |β| ≪ N.

Consider the operator whose kernel is

1

πT

∫
eitλµ̂2

T (t/T )R̃N(t, x̃; w̃) dt. (4.20)

By Lemma 4.6, integration by parts in t gives, for N = 1, 2, 3, · · · ,

1

πT

∫
eitλµ̂2

T (t/T )R̃N(t, x̃; w̃) dt = O(T−1(2T )λ−N
′
eCN′T ) = O(λ−N).

By (2.6) again as in the proof of Lemma 4.5, we can obtain, for N = 1, 2, 3, · · · ,(
Q̃j ◦

(
1

πT

∫
eitλµ̂2

T (t/T )R̃N(t, ·; ·) dt
)
◦ Q̃∗

j

)
(γ̃(r), γ̃(s)) = O(λ−N),

and thus, by Young’s inequality, we ignore the contribution of (4.20), when we take
N ≫ 1.

We can also ignore the contribution of Eν for ν ≥ 1.

Lemma 4.7 (Theorem 3.4 in [14]). We have, for x̃ ∈ D and w̃ ∈ α(D),∫
eitλµ̂2

T (t/T )∂tEν(t, ρ̃(x̃, w̃)) dt = O(λ1−2ν), ν = 0, 1, 2, · · · .
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By the same arguments as in R̃λ, Lemma 4.7 gives, for ν = 0, 1, 2, · · · ,(
Q̃j ◦

(
1

πT

∫
eitλµ̂2

T (t/T )∂tEν(t, ρ̃(·, ·)) dt
)
◦ Q̃∗

j

)
(γ̃(r), γ̃(s)) = O(λ1−2ν).

By Young’s inequality, the contribution of this is better than (4.16) when ν ≥ 1, and
so, we only need to consider ν = 0. With this in mind, we may write, modulo O(λ−1)
errors,

(cos t
√

−∆g̃)(z̃, α(ỹ)) = u0(z̃, α(ỹ))∂tE0(t, ρ̃(z̃, α(ỹ)))

=
1

(2π)2
u0(z̃, α(ỹ))

∫
eiΦ(z̃,α(ỹ))·ξ cos(t|ξ|) dξ,

(4.21)

where |Φ(z̃, α(ỹ))| = ρ̃(z̃, α(ỹ)) (cf. [14, p.4026], [32], etc.). Using (orthogonal) coor-
dinate changes if necessary, we may assume that

Φ(z̃, α(ỹ)) · ξ = z̃ · ξ, in normal coordinates at α(ỹ).

Modulo O(λ−1) errors, it follows from (4.21) that

(Qj ◦Bt,j ◦ cos(t
√
−∆g))(x, y)

= (2π)−2
∑
α

∫∫
D2

∫
Q̃j(x̃, w̃)B̃t,j(w̃, z̃)u0(z̃, α(ỹ))e

iΦ(z̃,α(ỹ))·ξ cos t|ξ| dξ dw̃ dz̃

=
1

2(2π)2

∑
α

∑
±

∫∫∫
Q̃j(x̃, w̃)B̃t,j(w̃, z̃)u0(z̃, α(ỹ))e

iΦ(z̃,α(ỹ))·ξ±it|ξ| dξ dw̃ dz̃.

We now write

(Qj ◦Bt,j ◦ cos(t
√

−∆g))(x, y)

=
λ6

2(2π)6

∑
α,±

∫
eiλ[(x̃−w̃)·η+(w̃−z̃)·ζ+Φ(z̃,α(ỹ))·ξ±t|ξ|]q̃j(x̃, w̃, λη)b̃t,j(w̃, z̃, λζ)

× u0(z̃, α(ỹ)) dw̃ dη dz̃ dζ dξ.

By (4.19), modulo O(λ−1) errors, we write

Kj(x, y) =
∑
α,±

Uα,j,±(x̃, ỹ),

where

Uα,j,±(x̃, ỹ) =
λ6

(2π)7T

∫
eiλψ̃α,±(t,ξ,w̃,η,z̃,ζ)aj(t, w̃, η, z̃, ζ) dw̃ dη dz̃ dζ dξ dt,

aj(t, w̃, η, z̃, ζ) = aj(x̃, ỹ; t, w̃, η, z̃, ζ) = µ̂2
T (t/T )q̃j(x̃, w̃, λη)b̃t,j(w̃, z̃, λζ)u0(z̃, α(ỹ)),

ψ̃α,±(t, ξ, w̃, η, z̃, ζ) = t+ (x̃− w̃) · η + (w̃ − z̃) · ζ + Φ(z̃, α(ỹ)) · ξ ± t|ξ|.
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In geodesic normal coordinates centered at α(ỹ), using suitable orthogonal coor-
dinate changes, we have

ψ̃α,±(t, ξ, w̃, η, z̃, ζ) = t+ (x̃− w̃) · η + (w̃ − z̃) · ζ + z̃ · ξ ± t|ξ|.

By Lemma 4.5, we can focus only on α ̸= Id. We would then have (4.16), if we could
show that, for 2 ≤ p < 4,∥∥∥∥∫ Uα,j,±(γ̃(·), γ̃(s))f(s) ds

∥∥∥∥
p

≲
λ

1
2

T
eCT (2−j)

2
p∥f∥p′ , α ̸= Id, ⌊log2 λ

1
3
−ϵ⌋ ≤ j ≤ J.

(4.22)

We have the following analysis for Uα,j,±.

Proposition 4.8. For α ̸= Id fixed, we have, modulo O(λ−1) errors, that

Uα,j,±(γ̃(r), γ̃(s))

=


λ

1
2

T
eiλρ̃(γ̃(r),α(γ̃(s)))ãα,j(r, s), if |dx̃ρ̃(γ̃(r), α(γ̃(s)))(Ñ)| ≈ 2−j,

and |dỹρ̃(γ̃(r), α(γ̃(s)))(α∗(Ñ))| ≈ 2−j,

O(λ−N), otherwise,

where ⌊log2 λ
1
3
−ϵ⌋ ≤ j ≤ J , ρ̃ = dg̃, and |ãα,j(r, s)| ≲ eCT .

Proof. In normal coordinates at α(ỹ), we write Uα,j,±(x̃, ỹ) as Uα,j,±(x̃), where

Uα,j,±(x̃) =
λ6

(2π)7T

∫
eiλψ̃α,±(t,ξ,w̃,η,z̃,ζ)ãj(t, w̃, η, z̃, ζ) dw̃ dη dz̃ dζ dξ dt,

where ãj(t, w̃, η, z̃, ζ) is the coordinate expression of aj(t, w̃, η, z̃, ζ) in normal coordi-
nates at α(ỹ). Let β̃ ∈ C∞

0 (R2) be such that supp(β̃) ⊂ {ξ : c2 ≤ |ξ| ≤ c−1
2 } for a

small fixed c2 > 0. We write

Uα,j,±(x̃) = U1
α,j,±(x̃) + U2

α,j,±(x̃),

where

U1
α,j,±(x̃) =

λ6

(2π)7T

∫
eiλψ̃α,±(t,ξ,w̃,η,z̃,ζ)β̃(ξ)ãj(t, w̃, η, z̃, ζ) dw̃ dη dz̃ dζ dξ dt,

U2
α,j,±(x̃) =

λ6

(2π)7T

∫
eiλψ̃α,±(t,ξ,w̃,η,z̃,ζ)(1− β̃(ξ))ãj(t, w̃, η, z̃, ζ) dw̃ dη dz̃ dζ dξ dt.

We note that, choosing c2 > 0 small in the support of β̃, we have |∂tψ̃α| = |1± |ξ|| ≳
1 + |ξ|. Thus, integrating by parts in t as in the proof of Lemma 4.5, we can write
Uα,j,±(x̃, ỹ) as U

1
α,j,±(x̃) in normal coordinates at α(ỹ), and we focus on U1

α,j,±(x̃).
We will focus on the minus sign in the phase function. Indeed, if we choose the

plus sign, then we have ∂tψ̃α,+ = 1+ |ξ| > 0, and thus, there is no critical point of the
phase function. Hence, integration by parts in t again, we have U1

α,j,±(x̃) = O(λ−N).
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Set ρ0 = ρ̃(x̃, α(ỹ)). Since α ̸= Id, we know ρ0 > 0, and thus, can consider the
following change of variables.

t̄ =
t

√
ρ0
, w̄ =

w̃
√
ρ0
, ξ̄ =

√
ρ0ξ, η̄ =

√
ρ0η, z̄ =

z̃
√
ρ0
, x̄ =

x̃
√
ρ0
, ζ̄ =

√
ρ0ζ.

(4.23)

This implies that

dw̃ dη dz̃ dζ dξ dt =
1

√
ρ0
dw̄ dη̄ dz̄ dζ̄ dξ̄ dt̄.

Since we choose the minus sign in the phase function, we set

ψ̃α,−(t, ξ, w̃, η, z̃, ζ) =
√
ρ0t̄− t̄|ξ̄|+ (x̄− w̄) · η̄ + (w̄ − z̄) · ζ̄ + z̄ · ξ̄

=: ψ̄(t̄, ξ̄, w̄, η̄, z̄, ζ̄).

Note that

∇ψ̄ = (∂t̄ψ̄, ∂ξ̄ψ̄, ∂w̄ψ̄, ∂ηψ̄, ∂z̄ψ̄, ∂ζ̄ψ̄)

= (
√
ρ0 − |ξ̄|, z̄ − t̄

ξ̄

|ξ̄|
, ζ̄ − η̄, x̄− w̄,−ζ̄ + ξ̄, w̄ − z̄),

and thus, the critical point satisfies

√
ρ0 = |ξ̄|, z̄ = t̄

ξ̄

|ξ̄|
, ζ̄ = η̄, x̄ = w̄, ζ̄ = ξ̄, w̄ = z̄. (4.24)

The Hessian ∂2ψ̄ is

∂2ψ̄ =



O1×1

(
− ξ̄T

|ξ̄|

)
1×2

O1×2 O1×2 O1×2 O1×2(
− ξ̄

|ξ̄|

)
2×1

A2×2 O2×2 O2×2 I2×2 O2×2

O2×1 O2×2 O2×2 −I2×2 O2×2 I2×2

O2×1 O2×2 −I2×2 O2×2 O2×2 O2×2

O2×1 I2×2 O2×2 O2×2 O2×2 −I2×2

O2×1 O2×2 I2×2 O2×2 −I2×2 O2×2


=:

(
B7×7 C7×4

(CT )4×7 D4×4

)
,

where

A2×2 = ψ̄′′
ξ̄ξ̄.

By properties of determinants for block matrices (cf. [24], [26], etc.), we have, at the
critical point,

det(∂2ψ̄) = det(B − CD−1CT ) detD,
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provided the matrix D is invertible. Since detD = 1, by properties of block matrix
determinants again, we have, at the critical point,

det(∂2ψ̄) = det(B − CD−1CT ) = det


O1×1

(
− ξ̄T√

ρ0

)
1×2

O1×2 O1×2(
− ξ̄√

ρ0

)
2×1

A2×2 I2×2 O2×2

O2×1 I2×2 O2×2 −I2×2

O2×1 O2×2 −I2×2 O2×2



= det


O1×1

(
− ξ̄T√

ρ0

)
1×2

O1×2 O1×2(
− ξ̄√

ρ0

)
2×1

A2×2 O2×2 O2×2

O2×1 O2×2 O2×2 I2×2

O2×1 O2×2 I2×2 O2×2



= det


0 − ξ̄1√

ρ0
− ξ̄2√

ρ0

− ξ̄1√
ρ
0

− t̄√
ρ0

3 ξ̄2
2 t̄√

ρ0
3 ξ̄1ξ̄2

− ξ̄2√
ρ0

t̄√
ρ0

3 ξ̄1ξ̄2 − t̄√
ρ0

3 ξ̄21

 =
t̄|ξ̄|4

ρ
5
2
0

= 1.

In the last equality, we used t̄, |ξ̄| = √
ρ0 at the critical point, since, by (4.23) and

(4.24), we have that, for t̄ > 0,

|ξ̄| = √
ρ0, t̄ = |t̄| = |z̄| = |w̄| = |x̄| = 1

√
ρ0

|x̃| = √
ρ0.

This gives us that | det ∂2ψ̄| = 1 at the critical point.

Remark 4.9. Since we have shown det(∂2ψ̄) = 1, we have

(∂2ψ̄)−1 =
1

det(∂2ψ̄)
adj(∂2ψ̄) = adj(∂2ψ̄).

Each entry of the adjugate adj(∂2ψ̄) is a finite linear combination of multiplications
of terms of the form

1,
ξ̄1√
ρ0
,
ξ̄2√
ρ0
,

t̄
√
ρ0

3 ξ̄
2
1 ,

t̄
√
ρ0

3 ξ̄
2
2 ,

t̄
√
ρ0

3 ξ̄1ξ̄2.

These are all O(1) near the critical point, since we have |t̄|, |ξ̄| ≈ √
ρ0. This implies

that the matrix norm of ∂2ψ̄ is O(1), and thus, we can use the method of stationary
phase below easily.

Continuing with our proof, in the normal coordinates at α(ỹ), by the stationary
phase argument, we have, modulo O(λ−1) errors, at the critical point,

U1
α,j,−(x̃) =

λ6

(2π)7
√
ρ0T

[(
λ

2π

)− 11
2

eiλ
√
ρ0|x̄|e

iπ
4
sgn(∂2ψ̄)

∑
l<l0

λ−lLla0

+O

λ−l0 ∑
|β|≤2l0

sup |Dβa0|

],
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where a0 is defined by

a0(t̄, ξ̄, w̄, η̄, z̄, ζ̄) = β̃

(
ξ̄

√
ρ0

)
µ̂2
T

(√
ρ0t̄

T

)
q̃j

(
√
ρ0x̄,

√
ρ0w̄, λ

η̄
√
ρ0

)
×b̃√ρ0 t̄,j

(
√
ρ0w̄,

√
ρ0x̄, λ

η̄
√
ρ0

)
u0(

√
ρ0z̄),

u0(
√
ρ0z̄) is the coordinate expression of u0(

√
ρ0z̄, α(ỹ)) in normal coordinates at

α(ỹ), and the Ll are the differential operators of order at most 2l acting on a0 at
the critical point. Recall that we can easily control the size estimates of q̃j by eCT

by construction, and the size estimates of u0 by eCT due to [22, Lemma B.1]. Also,
by [11] and/or [38, Lemma 11.11], the size estimtaes for κ∗t q

∗
j are the same as those

for qj, up to eCT . Thus, the remainder is

O

λ−l0 ∑
|β|≤2l0

sup |Dβa0|

 = O(λ−l0(λ
1
3 )2l0eCT ) = O(λ−

l0
3 eCT ).

Taking l0 large enough, we can ignore the contribution of the remainder.
As before, by (4.23) and (4.24), at the critical point, we have that

t̄ = |z̄| = |w̄| = |x̄| = 1
√
ρ0

|x̃|, |ξ̄| = √
ρ0, ξ̄ =

|ξ̄|
t̄
z̄, z̄ = w̄ = x̄.

This gives us that, in the geodesic normal coordinates,

ξ̄ =
|ξ̄|
t̄
z̄ =

√
ρ0

|x̄|
x̄ =

√
ρ0

x̃

|x̃|
=

√
ρ0

dx̃ρ̃(x̃, α(ỹ))

|dx̃ρ̃(x̃, α(ỹ))|g̃
.

We then have, modulo O(λ−1) errors, that

U1
α,j,−(x̃, ỹ)

=
λ

1
2

2π
√
2πT

1
√
ρ0
eiλρ̃(x̃,α(ỹ))e

iπ
4
sgn(∂2ψ̄)

×
∑
l<l0

λ−lLla0

(
|x̃|
√
ρ0
,
√
ρ0dx̃ρ̃(x̃, α(ỹ)),

x̃
√
ρ0
,
√
ρ0dx̃ρ̃(x̃, α(ỹ)),

x̃
√
ρ0
,
√
ρ0dx̃ρ̃(x̃, α(ỹ))

)

=
λ

1
2

2π
√
2πT

1
√
ρ0
eiλρ̃(x̃,α(ỹ))e

iπ
4
sgn(∂2ψ̄)

×
∑
l<l0

λ−lLl

(
µ̂2
T (|x̃|/T )u0(x̃, α(ỹ))b̃|x̃|,j(x̃, x̃, λdx̃ρ̃(x̃, α(ỹ)))q̃j(x̃, x̃, λdx̃ρ̃(x̃, α(ỹ)))

)
.

By the discussion in Section 2.1 and the properties of the geodesic flow, we can write

b̃|x̃|,j(x̃, x̃, λdx̃ρ̃(x̃, α(ỹ))) = q̃j(κ|x̃|(x̃, λdx̃ρ̃(x̃, α(ỹ))))

= q̃j(α(ỹ), α(ỹ),−λdỹρ̃(x̃, α(ỹ))).
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Hence, modulo O(λ−1) errors, for α ̸= Id,

U1
α,j,−(x̃, ỹ) =

λ
1
2

2π
√
2πT

eiλρ̃(x̃,α(ỹ))aj(x̃, α(ỹ)),

where

aj(x̃, α(ỹ)) =
∑
l<l0

1

(ρ̃(x̃, α(ỹ)))
1
2

λ−lLl

(
µ̂2
T (ρ̃(x̃, α(ỹ))/T )u0(x̃, α(ỹ))

× q̃j(α(ỹ), α(ỹ),−λdỹρ̃(x̃, α(ỹ)))q̃j(x̃, x̃, λdx̃ρ̃(x̃, α(ỹ)))
)
.

Since we have ρ̃(x̃, α(ỹ)) ≳ 1 for α ̸= Id, we have, by construction,

|aj(x̃, α(ỹ))| ≤ eCT .

Recall that the ξ-support of qj(x, y, ξ) is contained in {ξ : |ξ(N)|
|ξ|g ≈ 2−j} where

ξ(N) = ⟨ξ#, N⟩g̃. Note that, in geodesic normal coordinates centered at α(ỹ), we
have, for ρ̃(x̃, z̃),

|dx̃ρ̃(x̃, α(ỹ))|g̃ = 1 = |dz̃ρ̃(x̃, α(ỹ))|g̃.

By the support properties of q̃j(x̃, x̃, λdx̃ρ̃(x̃, α(ỹ))), aj(x̃, α(ỹ)) is supported where

|dx̃ρ̃(x̃, α(ỹ))(Ñ)| ≈ 2−j, if x̃, ỹ ∈ γ̃.

Here, Ñ is a unit normal vector to γ̃, since α is an isometry. We also observe that
α∗(Ñ) is normal to α ◦ γ̃. By the support properties of

q̃j(α(ỹ), α(ỹ),−λdỹρ̃(x̃, α(ỹ))),

for each α ̸= Id, if ỹ = α ◦ γ̃(s) for |s| ≪ 1, then aj(x̃, α(ỹ)) is supported where

|dỹρ̃(x̃, α(ỹ))(α∗(Ñ))| = |dỹρ̃(x̃, α ◦ γ̃(s))(α∗(Ñ))| ≈ 2−j.

This completes the proof.

We next consider the support properties of the amplitude of Uα,j,±. Let ρ̃α(x̃, ỹ) =
ρ̃(x̃, α(ỹ)) for α ̸= Id. Fix r0, s0 ∈ [0, 1] so that

|dx̃ρ̃α(γ̃(r0), γ̃(s0))(Ñ)| ≈ 2−j and |dỹρ̃α(γ̃(r0), γ̃(s0))(α∗(Ñ))| ≈ 2−j.

We can assume such r0 and s0 exist, or otherwise, by the above proposition, we have
Uα,j,± = O(λ−N) for any N = 1, 2, 3, · · · . Using a partition of unity, we may assume
that

|dx̃ρ̃α(γ̃(r), γ̃(s))(Ñ)| ≈ 2−j and |dỹρ̃α(γ̃(r), γ̃(s))(α∗(Ñ))| ≈ 2−j.
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happens only near (r0, s0). By Proposition 4.8, we may assume that Uα,j,±(γ̃(r), γ̃(s))
is supported where

|dx̃ρ̃α(γ̃(r), γ̃(s))(Ñ)|, |dỹρ̃α(γ̃(r), γ̃(s))(α∗(Ñ))| ∈ [2−j−1, 2−j+1].

Suppose r, s ∈ [0, ϵ1] = I for some small ϵ1 > 0, and write I = ∪kIk, where {Ik}k is a
collection of almost disjoint intervals with |Ik| ≈ e−CT for some large C > 0. Let r0
and s0 be fixed points in a subinterval Ik and Ik′ , respectively. We want to show the
following.

Lemma 4.10. Suppose |dx̃ρ̃α(γ̃(r0), γ̃(s0))(Ñ)| ∈ [C12
−j, C22

−j]. Then, choosing
C > 0 sufficiently large with |Ik| ≈ e−CT , there exists a uniform constant C̃ > 0 such
that, for r and r0 in a same subinterval Ik,

|dx̃ρ̃α(γ̃(r), γ̃(s0))(Ñ)| ̸∈ [C12
−j, C22

−j], whenever |r − r0| ≥ C̃2−j.

Similarly, if |dỹρ̃α(γ̃(r0), γ̃(s0))(α∗(Ñ))| ∈ [C12
−j, C22

−j], then, choosing C > 0
sufficiently large with |Ik| ≈ e−CT , there exists a uniform constant C̃ > 0 such that,
for s and s0 in a same subinterval Ik,

|dỹρ̃α(γ̃(r0), γ̃(s))(α∗(Ñ))| ̸∈ [C12
−j, C22

−j], whenever |s− s0| ≥ C̃2−j.

Before we prove this lemma, we review some basic properties of the Hessian op-
erator Hr in [23]: Suppose (M, g) is an n-dimensional Riemannian manifold, U is a
normal neighborhood of a point p ∈M , and r : U → R is the radial distance function
from the point p defined by

r(x) =
√

(x1)2 + · · ·+ (xn)2, (4.25)

where (xi) are normal coordinates on U centered at p. We also define the radial vector
field on U \ {p}, denoted by ∂r, as

∂r =
n∑
i=1

xi
r(x)

∂

∂xi
= grad r

(cf. [23, Corollary 6.10]), where gradf = (dx̃f)
# is the Riemannian gradient of f and

# is the musical isomorphism sharp. Note that the radial vector field ∂r is a unit
vector field. Then, the (1, 1)-tensor field Hr = ∇(∂r), defined by

Hr(w) = ∇w∂r, for all w ∈ TM |U\{p},

is called the Hessian operator of r, where ∇ is the Levi-Civita connenction. By [23,
Lemma 11.1], Hr is self-adjoint, Hr(∂r) ≡ 0, and the restriction of Hr to vectors
tangents to a level set of r is equal to the shape operator of the level set associated
with the normal vector field −∂r.
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Proof of Lemma 4.10. We prove the second case in this lemma. Similar arguments
will work on the first one. In this proof, ∇ denotes the Levi-Civita connection. We
write ρ̃0(ỹ) = ρ̃0,α(ỹ) = ρ̃0(γ̃(r0), α(ỹ)) so that ρ̃0 is the distance function as in (4.25),
since r0 is fixed. We also write the radial vector field as ∂ρ̃0 =

∂
∂ρ̃0

. Set

h(s) = ⟨gradỹρ̃0(γ̃(s)), α∗(Ñ)⟩g̃,

where gradỹ is the gradient for ỹ. By assumption, we have |h(s0)| ∈ [C12
−j, C22

−j].
We will work in geodesic normal coordinates centered at γ̃(r0).

We want to show that |h′(s0)| ≈ 1. Let η̃ = η̃α = α ◦ γ̃. We then have that

d

ds
(h(s)) = ⟨∇ ˙̃η(s)gradỹρ̃0(γ̃(s)), α∗(Ñ)⟩g̃ + ⟨gradỹρ̃0(γ̃(s)),∇ ˙̃η(s)α∗(Ñ)⟩g̃. (4.26)

For the first term in the right hand side, note that

⟨∇ ˙̃η(s0)
gradỹρ̃0(γ̃(s0)), α∗(Ñ)⟩g̃ = ⟨Hρ̃0( ˙̃η(s0)), α∗(Ñ)⟩g̃,

where Hρ̃0 is the Hessian operator of ρ̃0.
Before going further, we show that∣∣∣∣ ˙̃η(s0)− ∂

∂ρ̃0

∣∣∣∣
g̃

≈ 2−j. (4.27)

Indeed, we may assume that | ˙̃η|g̃ = 1 by arc-length parametrization, if necessary.
Recall that ∂ρ̃0 is a unit vector field. Let θ be the angle between ∂ρ̃0 and α∗(Ñ). Note
that

|h(s0)| = |⟨∂ρ̃0 , α∗(Ñ)⟩g̃| = | cos θ| ≈ 2−j,

since |∂ρ̃0|g̃ = |α∗(Ñ)|g̃ = 1 by the fact that the radial vector field is a unit vector
field and α is an isometry. The angle between ˙̃η(s0) and ∂ρ̃0 is then

π
2
−θ if 0 ≤ θ ≤ π

2

or θ − π
2
if π

2
≤ θ ≤ π. In any case, we have that∣∣∣∣ ˙̃η(s0)− ∂

∂ρ̃0

∣∣∣∣2
g̃

= 2− 2 cos
(π
2
− θ
)
= 2− 2 sin θ

= 2− 2
√

1− | cos θ|2 ≈ 2− 2

(
1− 1

2
· 2−2j

)
= 2−2j,

which proves (4.27).
Since Hρ̃0(∂ρ̃0) ≡ 0, by (4.27), we have

|Hρ̃0( ˙̃η(s0))|g̃ =
∣∣∣∣Hρ̃0

(
˙̃η(s0)−

∂

∂ρ̃0

)∣∣∣∣
g̃

≤ ∥Hρ̃0∥
∣∣∣∣ ˙̃η(s0)− ∂

∂ρ̃0

∣∣∣∣
g̃

≈ 2−j∥Hρ̃0∥, (4.28)

where ∥Hρ̃0∥ denotes the operator norm of Hρ̃0 and
∂
∂ρ̃0

is a radial vector at α ◦ γ̃(s0).
For the first term in (4.26) on the right hand side, we continue to show that ∥Hρ̃0∥ ≲ 1.
Let

sc(t) =


t, if c = 0,

R sin t
R
, if c = 1

R2 > 0,

R sinh t
R
, if c = − 1

R2 .
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If we call the curvature of our manifold κ, then we can assume −1 ≤ κ ≤ 0 by the
assumption in Theorem 1.2. By the Hessian comparison (cf. Theorem 11.7 in [23]),
we have that

1

ρ̃0
πρ̃0 =

s′0(ρ)

s0(ρ)
πρ̃0 ≤ Hρ̃0 ≤

s′−1(ρ)

s−1(ρ)
πρ̃0 = coth(ρ̃0)πρ̃0 , (4.29)

where πρ̃0 is the orthogonal projection onto the tangent space of the level set of ρ̃0 as
in [23]. Here, A ≤ B means ⟨Av, v⟩g̃ ≤ ⟨Bv, v⟩g̃ for all vectors v. From the second
inequality in (4.29), we have

⟨Hρ̃0v, v⟩g̃ ≤ coth(ρ̃0)⟨πρ̃0v, v⟩g̃ ≲ ⟨πρ̃0v, πρ̃0v + (v − πρ̃0v)⟩g̃ = |πρ̃0v|2g̃ ≤ |v|2g̃.

Here, we used the fact that coth(ρ) = eρ+e−ρ

eρ−e−ρ with 1 ≲ ρ̃0 ≤ T . We can make the
same argument for the first inequality, and so, in summary, we have

0 ≤ 1

ρ̃0
|πρ̃0v|2g̃ ≤ ⟨Hρ̃0v, v⟩g̃ ≲ |v|2g̃,

from which it follows that 0 ≤ |⟨Hρ̃0v, v⟩| ≲ |v|2g̃. Since Hρ̃0 is self-adjoint (cf. Lemma
11.1 in [23]), what we have shown is

∥Hρ̃0∥ = sup
|v|g̃=1

|⟨Hρ̃0v, v⟩g̃| ≲ sup
|v|g̃=1

|v|2g̃ = 1.

Combining this with (4.28), (4.26) is translated into

d

ds
(h(s))

∣∣∣∣
s=s0

= O(2−j) + ⟨gradỹρ̃0(γ̃(s0)),∇ ˙̃η(s0)
α∗(Ñ)⟩g̃

= O(2−j) +

〈
∂

∂ρ̃0
,∇ ˙̃η(s0)

α∗(Ñ)

〉
g̃

.

(4.30)

For the second term in (4.26), we first note that

∇ ˙̃η(s)
˙̃η(s) = ⟨∇ ˙̃η(s)

˙̃η(s), α∗(Ñ)⟩g̃α∗(Ñ).

Indeed, since η̃ can be parametrized by arc length, we have

⟨∇ ˙̃η(s)
˙̃η(s), ˙̃η(s)⟩g̃ =

1

2
∇ ˙̃η(s)(⟨ ˙̃η(s), ˙̃η(s)⟩g̃) =

1

2
∇ ˙̃η(s)1 = 0,

which in turn implies that

∇ ˙̃η(s)
˙̃η(s) = ⟨∇ ˙̃η(s)

˙̃η(s), ˙̃η(s)⟩g̃ ˙̃η(s) + ⟨∇ ˙̃η(s)
˙̃η(s), α∗(Ñ)⟩g̃α∗(Ñ)

= ⟨∇ ˙̃η(s)
˙̃η(s), α∗(Ñ)⟩g̃α∗(Ñ).
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Since α∗(Ñ) and ˙̃η(s) are orthogonal (at η̃(s0)), we have

|∇ ˙̃η(s0)
˙̃η(s0)|g̃ = |⟨∇ ˙̃η(s0)

˙̃η(s0), α∗(Ñ)⟩g̃|
= |⟨II( ˙̃η(s0), ˙̃η(s0)), α∗(Ñ)⟩g̃|
= |⟨ ˙̃η(s0),Wα∗(Ñ)(

˙̃η(s0))⟩g̃|

= |⟨ ˙̃η(s0),∇ ˙̃η(s0)
α∗(Ñ)⟩g̃| ≈

∣∣∣∣∣
〈

∂

∂ρ̃0
,∇ ˙̃η(s0)

α∗(Ñ)

〉
g̃

∣∣∣∣∣ ,
where the map WN is the Weingarten map in the direction of N and II is the second
fundamental form of α(γ) in the universal cover (R2, g̃). In the last approximation,
we used (4.27). Indeed, we know that

⟨ ˙̃η(s0),∇ ˙̃η(s0)
α∗(Ñ)⟩g̃ = ⟨∂ρ̃0 ,∇ ˙̃η(s0)

α∗(Ñ)⟩g̃ + ⟨ ˙̃η(s0)− ∂ρ̃0 ,∇ ˙̃η(s0)
α∗(Ñ)⟩g̃,

and

|⟨ ˙̃η(s0)− ∂ρ̃0 ,∇ ˙̃η(s0)
α∗(Ñ)⟩g̃| ≲ 2−j ≪ 1,

when 1 ≪ ⌊log2 λ
1
3
−ϵ⌋ ≤ j ≤ J .

Since we know |∇ ˙̃η(s)
˙̃η(s)|g̃ ≈ 1 by the assumption on the curvature of the given

curve γ, (1.6), we have∣∣∣∣∣
〈

∂

∂ρ̃0
,∇ ˙̃η(s0)

α∗(N)

〉
g̃

∣∣∣∣∣ ≈ |∇ ˙̃η(s0)
˙̃η(s0)|g̃ ≈ 1.

Combining this with (4.30), we have that |h′(s0)| ≈ 1.
By Taylor’s formula,

h(s) = h(s0) + h′(s0)(s− s0) +O(|h′′|(s− s0)
2).

As a consequence of [22, Lemma B.2], there exists C ′ > 0 such that

h(s) = h(s0) + h′(s0)(s− s0) +O(eC
′T (s− s0)

2).

Since we are assuming |s− s0| ≈ e−CT , for a sufficiently large C > 0, we have

h(s) = h(s0) + (h′(s0) +O(e(C
′−C)T ))(s− s0) ≈ h(s0)± |h′(s0)|(s− s0).

Since we have shown |h′(s0)| ≈ 1, there exists a C̃ > 0 such that if |s − s0| ≥ C̃2−j,
then we have |h(s)| ̸∈ [C12

−j, C22
−j], which proves the lemma.

By Lemma 4.10, we have, modulo O(λ−1) errors, for r ∈ Ik, s ∈ Ik′ ,

Uα,j,±(γ̃(r), γ̃(s))

=

{
λ

1
2

T
eiλρ̃(γ̃(r),α(γ̃(s)))ãα,j(r, s), if |r − r0| ≲ 2−j and |s− s0| ≲ 2−j,

O(λ−N), otherwise,

(4.31)

where |ãα,j(r, s)| ≤ CeCT . Here, there is at most one cube of sidelength C2−j in
(r, s) ∈ Ik × Ik′ ⊂ I × I = [0, ϵ1]

2 for small ϵ1 > 0 such that the amplitude ãα,j(r, s)
is nonzero, and (r0, s0) is the center of the cube Ik × Ik′ .
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Remark 4.11. We observe that the way to find support properties of Uα,j here is
similar to that of Kj,+ or KJ in the previous chapter. We used the assumption of
nonvanishing geodesic curvatures on γ in both cases. We also used the properties of
the Hessian operator and the Taylor expansion here, whereas used the properties of
the solution to the eikonal equation φ and the mean value theorem there.

It follows from (4.31) that∫
|Uα,j,±(γ̃(r), γ̃(s))| dr =

∑
k

∫
Ik

|Uα,j,±(γ̃(r), γ̃(s))| dr ≲ eC
′T λ

1
2

T
2−j.

Here, eC
′T comes from the fact |ãα,j(γ̃(r), γ̃(s))| ≤ eC

′′T and the fact that the number
of {Ik} is eCT up to some constant, and 2−j comes from the support property |r−r0| ≲
2−j in Ik for some k. Similarly, we also have

∫
|Uα,j,±(γ̃(r), γ̃(s))|ds ≲ eC

′T λ
1
2

T
2−j. By

Young’s inequality, we have∥∥∥∥∫ Uα,j,±(γ̃(·), γ̃(s))f(s) ds
∥∥∥∥
2

≲
λ

1
2

T
eCT2−j∥f∥2.

By (4.31), we also have that∥∥∥∥∫ Uα,j,±(γ̃(·), γ̃(s))f(s) ds
∥∥∥∥
∞

≲
λ

1
2

T
eCT∥f∥1.

By interpolation, we obtain∥∥∥∥∫ Uα,j,±(γ̃(·), γ̃(s))f(s) ds
∥∥∥∥
p

≲
λ

1
2

T
eCT (2−j)

2
p∥f∥p′ , 2 ≤ p ≤ ∞,

which proves (4.22). This completes the proof.
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Chapter 5

Proof of Corollary 1.3

Let P =
√

−∆g, χ ∈ S(R), and γ be as above. In this chapter, we heavily borrow
arguments from Xi and Zhang [37], which was also motivated by Bourgain [10] and
Sogge [33]. We first have an analogue of [37, Lemma 1].

Lemma 5.1. [Lemma 1 in [37]] We set λ−1 ≤ l ≤ 1. Let γl be a fixed subsegment of
γ with length l. We then have that

∥χ(λ− P )f∥L2(γl) ≲ λ
1
4 l

1
4∥f∥L2(M).

Remark 5.2. 1. In fact, [37, Lemma 1] focuses on the case where γ is a geodesic
segment, but the argument there applies equally well to any curve segment, by
using ρ(γ(r), γ(s)) ≈ |r − s|, which comes from |r − s| ≪ 1 by a partition of
unity if necessary.

2. As observed in [37, Remark 1], a similar argument gives the same estimate for
χ(T0(λ−P )) if T0 ≥ 1. Indeed, the proof of Lemma 5.1 follows from the analsis
of the kernel [∫

χ̂2(t)eitλe−itP dt

]
(γ(r), γ(s)).

For the operator χ(T0(λ− P )), we consider the kernel[
1

T0

∫
χ̂2(t/T0)e

itλe−itP dt

]
(γ(r), γ(s)).

Since χ̂2(·/T0) is supported in |t| ≤ 2ϵ0T0 by (2.1), we split the interval

[−2ϵ0T0, 2ϵ0T0]

into O(T0) many subintervals with sidelength 1. Each piece of the kernel over
a subinterval of size 1 gives us the same bound as in Lemma 5.1, by the fact
that ∥e−it0Pf∥L2(M) = ∥f∥L2(M) for any fixed t0. If we sum up the O(T0) pieces
from the partition, we have the same bound as in the lemma for the operator
χ(T0(λ− P )).
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Let T be as in (4.1). We show a weak L4 estimate.

Proposition 5.3. Suppose (M, g) is a 2-dimensional compact Riemannian manifold
with nonpositive curvatures. Then, for λ≫ 1, we have

∥χ(T (λ− P ))∥L2(M)→L4,∞(γ) ≲
λ

1
4

(log λ)
1
4

.

To show this, we will need a result from Bérard [3].

Lemma 5.4 ( [3]). Let (M, g) be as above. Then there exists a constant C = C(M, g)
so that, for T0 ≥ 1 and λ≫ 1, we have that

|χ2(T0(λ− P ))(x, y)| ≤ C

[
T−1
0

(
λ

ρ(x, y)

) 1
2

+ λ
1
2 eCT

]
.

We now show Proposition 5.3.

Proof of Proposition 5.3. Assuming ∥f∥L2(M) = 1, it suffices to show that

|{x ∈ γ : |χ(T (λ− P ))f(x)| > α}| ≤ Cα−4λ(log λ)−1.

By the Chebyshev inequality and Theorem 1.2, we have

|{x ∈ γ : |χ(T (λ− P ))f(x)| > α}| ≤ α−2

∫
γ

|χ(T (λ− P ))f |2 ds ≤ α−2λ
1
3 (log λ)−1.

Note that, for large λ,

α−2λ
1
3 (log λ)−1 ≤ α−4λ(log λ)−1, if α2 ≤ λ

2
3 , i.e., α ≤ λ

1
3 .

We are left to show that, for ∥f∥L2(M) = 1,

|{x ∈ γ : |χ(T (λ− P ))f(x)| > α}| ≤ Cα−4λ(log λ)−1, when α ≥ λ
1
3 . (5.1)

We set

A = Aα = {x ∈ γ : |χ(T (λ− P ))f(x)| > α}, and r = λα−4(log λ)−2.

We consider a disjoint union A = ∪jAj, where |Aj| ≈ r. Replacing A by a set of
proportional measure, we may assume that dist(Aj, Ak) > C1r, when j ̸= k for some
C1 > 0, which will be specified later.

Let Tλ = χ(T (λ− P )) : L2(M) → L2(γ), and, for x ∈ γ, let

ψλ(x) =

{
Tλf(x)
|Tλf(x)|

, if Tλf(x) ̸= 0,

1, otherwise.

We also write

Sλ = TλT
∗
λ , and aj = ψλ1Aj

.
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By the Chebyshev inequality and Cauchy-Schwarz inequality, we have

α|A| ≤
∣∣∣∣∫
γ

Tλfψλ1A ds

∣∣∣∣ ≤
∣∣∣∣∣
∫
γ

∑
j

Tλfaj ds

∣∣∣∣∣
=

∣∣∣∣∣
∫
M

∑
j

T ∗
λajf dVg

∣∣∣∣∣ ≤
(∫

M

|
∑
j

T ∗
λaj|2 dVg

) 1
2

.

We can then write

α2|A|2 ≤ I + II,

where

I =
∑
j

∫
M

|T ∗
λaj|2 dVg, II =

∑
j ̸=k

∫
γ

Sλajak ds.

By duality and Remark 5.2, we have that

I ≤ Cr
1
2λ

1
2

∑
j

∫
γ

|aj|2 ds = Cr
1
2λ

1
2 |A| = Cλα−2(log λ)−1|A|.

For II, by Lemma 5.4, we note that the kernel Kλ(s, s
′) of Sλ satisfies

|Kλ(s, s
′)| ≤ C

[
1

T

(
λ

|s− s′|

) 1
2

+ λ
1
2 eCT

]
= C

[
1

c0 log λ

(
λ

|s− s′|

) 1
2

+ λ
1
2
+Cc0

]
,

which in turn implies that

II ≤ C

[
1

c0 log λ

(
λ

C1r

) 1
2

+ λ
1
2
+Cc0

]∑
j ̸=k

∥aj∥L1∥ak∥L1 ≤

[
C

c0C
1
2
1

α2 + Cλ
1
2
+Cc0

]
|A|2.

We now take c0 to be sufficiently small so that Cλ
1
2
+Cc0 ≤ 1

4
λ

2
3 ≤ 1

4
α2, since λ ≫ 1

and α ≥ λ
1
3 . Given the small c0 > 0, we take C1 ≫ 1 so that C

c0C
1
2
1

≤ 1
4
. It then

follows that

II ≤ 1

2
α2|A|2.

Putting these all together, we have that

α2|A|2 ≤ I + II ≤ Cλα−2(log λ)−1|A|+ 1

2
α2|A|2,

and thus,

|A| ≤ Cλα−4(log λ)−1, if α ≥ λ
1
3 ,

which proves (5.1). This completes the proof of Proposition 5.3.

58



We are now ready to prove Corollary 1.3. We first recall a special case of a result
in Bak and Seeger [2].

Lemma 5.5 ( [2]). Suppose (M, g) is any 2-dimensional Riemannian manifold. If
γ ⊂M is a curve segment in M , then

∥1[λ,λ+1](P )f∥L4,2(γ) ≲ λ
1
4∥f∥L2(M), λ ≥ 1.

We recall some properties of the Lorentz space Lp,q(γ) (see also Grafakos [16],
etc.). First, for a function u on M , the corresponding distribution function du(α)
with respect to γ is defined by

du(α) = |{x ∈ γ : |u(x)| > α}|, α > 0.

The function u∗ is the nondecreasing rearrangement of u on γ, defined by

u∗(t) = inf{α : du(α) ≤ t}, t ≥ 0.

For 1 ≤ p ≤ ∞ and 1 ≤ q ≤ ∞, the Lorentz space Lp,q(γ) is then

Lp,q(γ) =

{
u : ∥u∥Lp,q(γ) :=

(
q

p

∫ ∞

0

[t
1
pu∗(t)]q

dt

t

) 1
q

<∞

}
.

It is also known that

∥ · ∥Lp,p(γ) = ∥ · ∥Lp(γ), and sup
t>0

t
1
pu∗(t) = sup

α>0
α[du(α)]

1
p .

We now take u = 1[λ,λ+(log λ)−1](P )f with ∥f∥L2(M) = 1. By Proposition 5.3, we
have that

sup
t>0

t
1
4u∗(t) ≲ ∥u∥L4,∞ ≲

λ
1
4

(log λ)
1
4

. (5.2)

Since 1[λ,λ+1](P )u = u, by Lemma 5.5, we have that

∥u∥L4,2(γ) ≲ λ
1
4∥u∥L2(M) ≲ λ

1
4 . (5.3)

By (5.2) and (5.3), we have

∥u∥L4(γ) =

(∫ ∞

0

[t
1
4u∗(t)]4

dt

t

) 1
4

≲ (sup
t>0

t
1
4u∗(t))

1
2∥u∥

1
2

L4,2(γ) ≲

(
λ

1
4

(log λ)
1
4

) 1
2

λ
1
8 =

λ
1
4

(log λ)
1
8

.

This completes the proof.
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Chapter 6

Future Work

6.1 Higher-dimensional analogues of Theorem 1.2 and Corollary 1.3

We have talked about eigenfunction restriction estimates for curves with nonvanishing
geodesic curvatures when dimM = 2. In fact, there is a known universal estimate for
higher dimensional analogues of Theorem 1.1.

Theorem 6.1 (Theorem 1.4 in [21]). Let (M, g) be a smooth compact Riemannian
manifold of dimension d ≥ 2 and Σ be a smooth submanifold of dimension d − 1.
Suppose that the second fundamental form of Σ is (positive or negative) definite.
Then, we have

∥1[λ,λ+1](
√

−∆g)∥L2(M)→Lp(Σ) ≤ Cλ
d−1
3

− 2d−3
3p , 2 ≤ p ≤ 2d

d− 1
.

We note that, when d = 2, the estimate in Theorem 6.1 is the same as in the one
in Theorem 1.1 with p = 2. We want to find a logarithmic improved estimate of this
estimate.

Conjecture 6.2. Let (M, g) be a d-dimensional compact Riemannian manifold with
nonpositive sectional curvatures, and Σ be a hypersurface in M , where d ≥ 2. If the
second fundamental form of Σ is (positive or negative) definite, then there exists a
uniform constant Cp > 0 such that

∥1[λ,λ+(log λ)−1](
√

−∆g)f∥Lp(Σ) ≤ Cp
λ

d−1
3

− 2d−3
3p

(log λ)
1
2

∥f∥L2(M), λ≫ 1, 2 ≤ p <
2d

d− 1
,

where Cp → ∞ as p→ 3.

If d ≥ 2, the term λ
1
2 in Proposition 4.8 is replaced by λ

d−1
2 by the stationary

phase argument in the proposition. When d ≥ 4, it is hard to control the term λ
d−1
2 .

The d = 3 case may be easier, but it would be still difficult to consider the case p = 2
by a reason similar to d ≥ 4. Fortunately, when d = 3, the case 2 < p < 2d

d−1
= 3 may

be manageable by using the arguments above, which is still an ongoing project.
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If this conjecture is true, then we can obtain a logarithmic improved estimate at
the critical exponent p = 2d

d−1
. As in the curve case, we use the arguments in [37],

which was motivated by [33], which was also motivated by [10].

Corollary 6.3. Let (M, g) be a d-dimensional compact Riemannian manifold with
nonpositive sectional curvatures, and Σ be a hypersurface in M . If the second fun-
damental form of Σ is (positive or negative) definite, then there exists a uniform
constant C > 0 such that

∥1[λ,λ+(log λ)−1](
√
−∆g)f∥

L
2d
d−1 (Σ)

≤ C
λ

d−1
2d

(log λ)
d−1

2d2

∥f∥L2(M), λ≫ 1.

We first need a restriction estimate for cubes with sidelength l, which is an ana-
logue of [37, Lemma 1]. The following lemma can be proved by using the arguments
in [12, §6].

Lemma 6.4. We have, in local coordinates,

∥χ(λ− P )f∥L2([− l
2
, l
2
]d−1) ≲ λ

1
4 l

d−1
4 ∥f∥L2(M),

where λ−1 ≤ l ≪ 1.

Proof. By a TT ∗ argument, it suffices to show that

∥χ(λ− P )f∥L2([− l
2
, l
2
]2) ≲ λ

1
2 l

d−1
2 ∥f∥L2([− l

2
, l
2
]2).

We note that

χ2(λ− P )(x, y) =
1

2π

∫
eitλχ̂2(t)e−itP (x, y) dt.

By the proof of [30, Lemma 5.1.3], modulo O(λ−N) errors, we have

χ2(λ− P )(x, y) =


∑

±
λ

d−1
2

ρ(x,y)
d−1
2
e±iλρ(x,y)a(x, y), if ρ(x, y) ≥ λ−1,

O(λd−1), if ρ(x, y) ≤ λ−1,
(6.1)

where |∂αx,ya(x, y)| ≤ Cα. We set

K(r, s) = χ2(λ− P )(σ(r), σ(s)).

We consider a partition of unity on {r ∈ Rd−1 : |r| ≤ l},

1 = χ0(λr) +

log2 λ∑
j=1

χ̃(2jr),
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where χ0 ∈ C∞
0 (R), and χ̃ ∈ C∞

0 (Rd−1) with supp(χ̃) ⊂ {r ∈ Rd−1 : l
2
< |r| < 2l}.

We then write

K(r, s) = K(r, s)χ0(λ(r − s)) +

log2 λ∑
j=1

K(r, s)χ̃(2j(r − s))

=: K0(r, s) +

log2 λ∑
j=1

Kj(r, s).

For simplicity, we identify an operator as its kernel, for example, K0 is the operator
whose kernel is K0(r, s) in that

K0f =

∫
K0(r, s)f(s) ds.

Using (6.1) and Young’s inequality, we have

∥K0f∥L2([− l
2
, l
2
]d−1) ≲ ∥f∥L2([− l

2
, l
2
]d−1),

and thus, we focus on Kj for j ≥ 1. Without loss of generality, we consider the plus
sign in (6.1), and write

Kj(r, s) = λ
d−1
2 eiλρ̃(r,s)

χ̃(2j(r, s))

ρ̃(r, s)
d−1
2

ã(r, s),

where ρ̃(r, s) = ρ(σ(r), σ(s)) and ã(r, s) = a(σ(r), σ(s)). Similar argument will work
for the minus sign.

We consider another parition of unity

1 =
∑

p∈Zd−1

χ1(2
jr − lp),

where χ1 ∈ C∞
0 satisfies supp(χ1) ⊂ {r ∈ Rd−1 : |r| ≲ l}. We write

Kj(r, s) =
∑

p,p̃∈Zd−1

χ1(2
jr − lp)Kj(r, s)χ1(2

js− lp̃)

We denote by Rj,p,p̃ the operator whose kernel is

χ1(2
jr − lp)Kj(r, s)χ1(2

js− lp̃).

By the support properties of χ1 and Kj, we have

|p− p̃| ≤ C1, for some C1 > 0,

since

|lp− lp̃| ≤ |lp− 2jr|+ |2jr − 2js|+ |2js− lp̃| ≲ l.
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By this, only the Rj,p,p̃ do not vanish if |p − p̃| ≤ C1. As a consequence of almost
orthogonality, we have

∥Kj∥L2([− l
2
, l
2
]d−1)→L2([− l

2
, l
2
]d−1) ≲ C1 sup

p,p̃
∥Rj,p,p̃∥L2([− l

2
, l
2
]d−1)→L2([− l

2
, l
2
]d−1).

Using a translation and orthogonal (linear) transformation if necessary, we can assume
p = 0 and g(p) = Id for the metric. We set

R = 2jr, S = 2js, ρ̃j(R, S) = 2j ρ̃(2−jR, 2−jS),

and Rj,0,0 is the operator whose kernel is

(λ2j)
d−1
2 eiλ2

−j ρ̃j(R,S)χ1(R)χ1(S)
χ̃(R− S)

ρ̃j(R, S)
d−1
2

ã(2−jR, 2−jS).

Note that, by shrinking the support of ã, we can focus only on j ≫ 1, and ρ̃j(R, S) →
|R− S| as j → ∞ in the C∞-topology (see [12, §6]). With this in mind, for large j’s,
by the proof of [30, Theorem 2.1.1], we have

∥Rj,0,0f∥L2([− l
2
, l
2
]d−1) ≲ (λ2j)

d−1
2 (λ2−j)−

d−2
2 l

d−1
2 ∥f∥L2([− l

2
, l
2
]d−1)

= λ
1
22

2d−3
2

jl
d−1
2 ∥f∥L2([− l

2
, l
2
]d−1).

Putting these together, we have

∥Rj,0,0∥L2([− l
2
, l
2
]d−1)→L2([− l

2
, l
2
]d−1) = 2−(d−1)j∥Rj,0,0∥L2([− l

2
, l
2
]d−1)→L2([− l

2
, l
2
]d−1)

≲ λ
1
22−

j
2 l

d−1
2 ,

from which it follows that

∥Kj∥L2([− l
2
, l
2
]d−1)→L2([− l

2
, l
2
]d−1) ≲ C1λ

1
22−

j
2 l

d−1
2 ,

and thus, we have

log2 λ∑
j=1

∥Kjf∥L2([− l
2
, l
2
]d−1) ≲ λ

1
2 l

d−1
2 ∥f∥L2([− l

2
, l
2
]d−1),

which completes the proof.

Remark 6.5. As observed in [37, Remark 1] or Remark 5.2, for T ≥ 1, the bound for
χ(T (λ− P )) is the same as the bound in Lemma 6.4 up to some uniform constant.

Before we proceed further, let us recall a property of the kernel χ2(T (λ− P )).

Lemma 6.6 ( [3]). Let (M, g) be a d-dimensional compact Riemannian manifold
with nonpositive sectional curvatures. Then there exists a constant C = C(M, g)
such that, for T0 ≥ 1 and λ≫ 1, we have that

|χ2(T0(λ− P ))(x, y)| ≤ C

[
1

T0

λ
d−1
2

ρ(x, y)
d−1
2

+ λ
d−1
2 eCT

]
.
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We now find a weak L
2d
d−1 estimate for χ(T (λ− P )).

Proposition 6.7. If (M, g) be as above, then

∥χ(T (λ− P ))∥
L2(M)→L

2d
d−1

,∞
(Σ)

≲
λ

d−1
2d

(log λ)
d−1
2d

.

Proof. We want to show that

|{x ∈ Σ : |χ(T (λ− P ))f(x)| > α}| ≲ α− 2d
d−1λ(log λ)−1, ∥f∥L2(M) = 1 (6.2)

By the conjecture and the Chebyshev inequality, we have

|{x ∈ Σ : |χ(T (λ− P ))f(x)| > α}| ≤ α−p
∫
Σ

|χ(T (λ− P ))f(s)|p ds

≲ α−pλ
(d−1)p

3
− 2d−3

3

(log λ)
p
2

, 2 < p <
2d

d− 1
.

By a computation, we note that if α ≤ λ
d−1
3 (log λ)

(d−1)(p−2)
(4−2p)d+2p for 2 < p < 2d

d−1
, then we

have the required estimate (6.2), and thus, we want to show that, if ∥f∥L2(M) = 1,
then

|{x ∈ Σ : |χ(T (λ− P ))f(x)| > α}| ≲ α− 2d
d−1λ(log λ)−1, when α ≥ λ

d−1
3 .

We set

A = Aα = {x ∈ Σ : |χ(T (λ− P ))f(x)| > α}, and l = α
− 4

(d−1)2 λ
1

d−1 (log λ)−
2

d−1 .

If we denote by Ij a cube with side-length l, we consider a disjoint union A = ∪jAj
with Aj = A∩ Ij. Replacing A by a set of proportional measure, we may assume that

dist(Aj, Ak) > C1l, when j ̸= k,

for some C1 > 0, which will be specified later.
For the operator Tλ = χ(T (λ−P )) : L2(M) → L2(Σ), we define ψλ, for x ∈ γ, by

ψλ(x) =

{
Tλ(x)
|Tλ(x)|

, if Tλf(x) ̸= 0,

1, otherwise.

We also set

Sλ = TλT
∗
λ , and aj = ψλ1Aj

.

By the Chebyshev inequality and Cauchy-Schwarz inequality, we have

α|A| ≤
∣∣∣∣∫

Σ

Tλfψλ1A ds

∣∣∣∣ ≤
∣∣∣∣∣
∫
Σ

∑
j

Tλfaj ds

∣∣∣∣∣
=

∣∣∣∣∣
∫
M

∑
j

T ∗
λajf dVg

∣∣∣∣∣ ≤
(∫

M

|
∑
j

T ∗
λaj|2 dVg

) 1
2

.
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We can then write

α2|A|2 ≤
∑
j

∫
M

|T ∗
λaj|2 dVg = I + II,

where

I =
∑
j

∫
M

|T ∗
λaj|2 dVg, II =

∑
j ̸=k

∫
Σ

Sλajak ds.

By duality and Remark 6.5, we have that

I ≤ Cl
d−1
2 λ

1
2

∑
j

∫
Σ

|aj|2 ds = Cl
d−1
2 λ

1
2 |A| = Cα− 2

d−1λ(log λ)−1.

For II, by Lemma 6.6, if Kλ(r, s) denotes the kernel of Sλ, then

|Kλ(r, s)| ≤ C

[
λ

d−1
2

T |r − s| d−1
2

+ λ
d−1
2 eCT

]
= C

[
1

c0 log λ

λ
d−1
2

|r − s| d−1
2

+ λ
d−1
2

+Cc0

]
,

which in turn implies that

II ≤ C

[
λ

d−1
2

c0 log λ|r − s| d−1
2

+ λ
d−1
2

+Cc0

]∑
j ̸=k

∥aj∥L1∥ak∥L1

≤ C

[
λ

d−1
2

c0 log λC
d−1
2

1 l
d−1
2

+ λ
d−1
2

+Cc0

]
|A|2

≤

[
C

c0C
d−1
2

1

α
3d−2
2(d−1) + Cα

3
2
+ 3

d−1
Cc0

]
|A|2,

since we are assuming α ≥ λ
d−1
3 . For a large C > 0, we take a sufficiently small c0 > 0

so that

α
3
2
+ 3

d−1
Cc0 ≪ 1

4
α2, when α ≥ λ

d−1
3 ≫ 1.

Also, given C > 0 and c0 > 0, we choose C1 > 0 large such that

C

c0C
d−1
2

1

α
3d−2
2(d−1) <

1

4
α2, when α ≥ λ

d−1
3 ≫ 1.

Combining these two yields

II ≤ 1

2
α2|A|2, when λ≫ 1,

and thus, we have that

α2|A|2 ≤ I + II ≤ Cα− 2
d−1λ(log λ)−1|A|+ 1

2
α2|A|2,
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from which it follows that

|A| ≲ α− 2d
d−1λ(log λ)−1.

This completes the proof.

We now prove Corollary 6.3. We first recall a special case of a result in [2].

Lemma 6.8 ( [2]). Suppose (M, g) is a d-dimensional compact Riemannian manifold.
If Σ ⊂M is any hypersurface, then

∥1[λ,λ+1](P )f∥
L

2d
d−1

,2
(Σ)

≲ λ
d−1
2d ∥f∥L2(M).

We briefly review some properties of the Lorentz space Lp,q (see also Grafakos [16],
etc.). If u is a function on M , the corresponding distribution function du(α) with
respect to Σ is defined by

du(α) = |{x ∈ Σ : |u(x)| > α}|, α > 0.

The function u∗ is the nondecreasing rearrangement of u on Σ, defined by

u∗(t) =

∫
{α : du(α) ≤ t}, t ≥ 0.

For 1 ≤ p, q ≤ ∞, the Lorentz space Lp,q(Σ) is

Lp,q(Σ) =

{
u : ∥u∥Lp,q(Σ) :=

(
q

p

∫ ∞

0

[t
1
pu∗(t)]q

dt

t

) 1
q

<∞

}
.

It is also known that

∥ · ∥Lp,p(Σ) = ∥ · ∥Lp(Σ), sup
t>0

t
1
pu∗(t) = sup

α>0
α[du(α)]

1
p .

We now take u = 1[λ,λ+(log λ)−1](P )f , where ∥f∥L2(M) = 1. By Proposition 6.7, we
have that

sup
t>0

t
d−1
2d u∗(t) ≲ ∥u∥

L
2d
d−1

,∞ ≲
λ

d−1
2d

(log λ)
d−1
2d

.

Since 1[λ,λ+1](P )u = u, by Lemma 6.8, we have that

∥u∥
L

2d
d−1

,2
(Σ)

≲ λ
d−1
2d ∥u∥L2(M) ≲ λ

d−1
2d .

Putting these all together, we have that

∥u∥
L

2d
d−1 (Σ)

=

(∫ ∞

0

[t
d−1
2d u∗(t)]

2d
d−1

dt

t

) d−1
2d

≲ sup
t>0

[t
d−1
2d u∗(t)]

1
d∥u∥

d−1
d

L
d−1
2d

,2(Σ)
≲

λ
d−1
2d

(log λ)
d−1

2d2

.

This completes the proof.
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6.2 Concluding remarks

In this dissertation, we have focused on eigenfunction restriction estimates for curved
hypersurfaces. If the hypersurfaces are curves, then we considered the curves with
nonvanishing geodesic curvatures. If the dimension of the hypersurfaces is greater
than 1, then in this chapter we considered the case where the second fundamental form
of the hypersurfaces is (positive or negative) definite. As we said above, Conjecture
6.2, a higher-dimensional analogue of Theorem 1.2, is still an on-going project.

If we remove the curvature assumptions on hypersurfaces, problems become subtle.
For pc =

2n
n−1

and n = dimM , Burq, Gérard, and Tzvetkov [12], and Hu [21] showed
that

∥eλ∥Lp(Σ) =

{
O(λ

n−1
4

−n−2
2p ), if 2 ≤ p ≤ pc,

O(λ
n−1
2

−n−1
p ), if pc < p ≤ ∞,

where ∥eλ∥L2(M) = 1 as above, and Σ is any hypersurface. Chen [14] already found a
logarithmic analogue of the case pc < p ≤ ∞:

∥eλ∥Lp(Σ) = O

(
λ

n−1
2

−n−1
p

(log λ)
1
2

)
, if pc < p ≤ ∞.

Finding a logarithmic analogue of the case 2 ≤ p ≤ pc is still an open problem.
Burq, Gérard, and Tzvetkov [12], and Hu [21] also found

∥eλ∥Lp(γ) = O(λ
1
4 ), if 2 ≤ p ≤ 4,

where γ is any curve. Logarithmic improved analogues of this estimate already have
been studied by Blair and Sogge [8], Blair [5], and Xi and Zhang [37], where γ is a
unit-length geodesic. Replacing a geodesic by any curve for logarithmic improvements
here would be another open problem.

We conclude this dissertation with the following table showing a brief summary
of eigenfunction restriction estimates for hypersurfaces on the next page.
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Universal estimates Logarithmic improvements

[12], [21] (n = 2) [8], [5], [37] (n = 2)

∥eλ∥Lp(γ) = O(λ
1
4 ), 2 ≤ p ≤ 4 ∥eλ∥Lp(γ) = O

(
λ1/4

(log λ)1/4

)
, 2 ≤ p ≤ 4

γ: any curve γ: unit-length geodesic
[12], [21] (n = 2) Theorem 1.2 and Corollary 1.3 (n = 2)

∥eλ∥Lp(γ) = O(λ
1
3
− 1

3p ), 2 ≤ p ≤ 4 ∥eλ∥Lp(γ) = O
(

λ
1
3− 1

3p

(log λ)σ(p)

)
, 2 ≤ p ≤ 4

γ: a curved curve γ: a curved curve,
σ(p) = 1/2 for p ̸= 4, σ(4) = 1/8

[21] (n ≥ 2) Future work (n ≥ 2)

∥eλ∥Lp(Σ) = O
(
λ

n−1
3

− 2n−3
3p
)
, 2 ≤ p ≤ pc Conjecture 6.2 and Corollary 6.3

Σ: a curved hypersurface Σ: a curved hypersurface
[12], [21] (n ≥ 2) [14] (n ≥ 2)

∥eλ∥Lp(Σ) = O(λ
n−1
2

−n−1
p ), pc < p ≤ ∞ ∥eλ∥Lp(Σ) = O

(
λ

n−1
2 −n−1

p

(log λ)1/2

)
, pc < p ≤ ∞

Σ: any hypersurface Σ: any hypersurface
[12], [21] (n ≥ 2) Future work (n ≥ 2)

∥eλ∥Lp(Σ) = O(λ
n−1
4

−n−2
2p ), 2 ≤ p ≤ pc (Work in progress)

Σ: any hypersurface Σ: a (totally geodesic) hypersurface

Table 6.1: Eigenfunction restriction estimates for hypersurfaces
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