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used to model the signal in the collision data, and similarly the fit of the Bd will be used 

as a baseline model to identify and eliminate Bd background. This can be performed in 

RooFit, by applying different weights to the different datasets. Using this technique may 

save the 42% of signal that would be cut by the K∗ mass cut. 

 

Figure 16: The fit of the left sideband of the mass curve of the 𝐵𝑠 

from the SM 𝐵𝑠 → 4𝜇 decay. 
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Figure 17: The fit of the right sideband of the mass curve of the 𝐵𝑠 

from the SM 𝐵𝑠 → 4𝜇 decay. 
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5.7  Conclusion and Outlook 

The foundations for the study of the Bs → μ+μ−μ+μ− decay to seek physics 

beyond the Standard Model have been presented. Several triggers have been studied and 

selected for the analysis. The Monte Carlo event sample of most of the backgrounds have 

been generated. These backgrounds have been compared to the signal. The two dominant 

backgrounds, the resonant Bs → J ψ⁄ (→ μμ)φ(→ μμ) decay and the Bd →

K∗(→ K+π−)μμ, have been reduced. The first was suppressed by a factor of ~106 by 

applying mass window cuts to the dimuon signal around the invariant mass of the J ψ⁄  

and φ, removing any events with an intermediate particle within those mass ranges. The 

Figure 18: The full fit of the mass curve of the SM 𝐵𝑠 from the 𝐵𝑠 →
4𝜇 decay. 
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 Region of Interest (RoI) guided: The Level-1 trigger detects a muon and creates RoI’s 

(regions in the Calorimeter and Muon Spectrometer where track and energy 

deposition patterns indicate possible objects of interest) to be passed to Level-2; the 

Level-2 trigger validates the muon, and the L2 and EF triggers reconstruct tracks in 

jet and EM RoI’s, selecting J/ψ and B-mesons for storage. 

 Full scan: The Level-1 trigger detects a muon and creates RoI’s to be passed to Level-

2; the Level-2 trigger validates the muon, and then reconstructs the tracks with the 

full acceptance of the SCT and Pixel Detector, selecting B-mesons in the process (the 

J/ψ reconstruction requires additional resources for the Transition Radiation Tracker 

scan); finally, the EF performs a full scan or uses L2 tracks to form the RoI. 

In ATLAS, many individual triggers make up the overall B-Trigger. Many of the 

B-Triggers fire primarily on dimuon events, such as those from B → μ+μ−, Υ → μ+μ−, 

and especially J ψ⁄ → μ+μ−. This triggering begins when two muons are detected in the 

Level-1 trigger, creating an RoI that is then passed up to the High-Level Trigger. In the 

HLT, the muon and vertex fits are confirmed; selection is then based on vertex quality 

and invariant mass criteria in the HLT. There are additionally more complicated triggers 

used in B-physics, such as those selecting hadronic tracks, as in the decay Bd →

 J ψ⁄ (μ+μ−) K∗(K+π−). 

A project was undertaken to optimize the set of B-Triggers utilizing a J/ψ → μμ 

decay, to increase the fraction of events of interest passed to the computing system. One 

of the possible ways to do this involves tightening selection on the dimuon vertex quality. 

However, the tracking and vertexing quality at the HLT is inferior to that in the offline 
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analysis, a fact that needs be considered to avoid biasing the offline analyses. This project 

is presented here. 

6.2  J/ψ Decay Vertex-Fit Quality Optimization Studies 

Events involving a heavy quark frequently produce a J/ψ meson in their decay. In 

~10% of J/ψ decays, the meson decays into a muon pair[3], which produces a clean signal 

for the trigger. The decay J/ψ → μ+μ− is reconstructed from two oppositely charged 

muon tracks, fitted to a common vertex, with high efficiency. The quality of the 

reconstruction is characterized by a χ2 figure of merit. In ATLAS, the χ2 of the decay 

vertex for a particle reconstructed from its daughters is defined as 

χ2 = ∑ ∆𝐪i
TWi∆𝐪ii = ∑ (𝐪i − 𝐓(V⃗⃗ , p⃗ i))

T

Wi (𝐪i − 𝐓(V⃗⃗ , p⃗ i))
Ntracks
i=1 . 

Here Δqi are the trajectory parameters, functions of the vertex position and the track 

momenta: qi is a particle perigee trajectory parameterization for a 3D curved track in a 

magnetic field, and 𝐪i
′ = 𝐓(V⃗⃗ , p⃗ i) is the trajectory parameter given the value V⃗⃗  of the 

particle origin vertex and the p⃗ i of the particle momentum at this vertex. The vertex V⃗⃗  is 

that found to be the most likely point of origin of the N tracks. No mass constraint was 

applied when the vertex V⃗⃗  was determined. Wi is the weight matrix associated with the 

measurement uncertainties of track i. See [4], [5], and [6] for more details on this 

equation. 

A part of refining the High-Level Trigger involves optimizing the J/ψ vertex χ2 

selection criteria. More specifically, the variable examined is χ2/NDF; the number of 

degrees of freedom (NDF) is related to the number of tracks that are being vertex-fitted. 
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For the dimuon, the number of degrees of freedom in the reconstruction of the χ2 is one. 

Events in the datasets used for the physics analysis of this dissertation are accepted or 

rejected on the basis of a selection requirement placed on the value of the χ2. This cut 

occurs in the High-Level Trigger, where all events with a J/ψ χ2 above 20 are rejected. 

Reducing the data stored, using both this cut and others, is necessary to the efficient 

storage of ATLAS data as instantaneous luminosity and event rate increase. 

6.3  Optimizing the High-Level Trigger for Selection of Events 

Involving a B-Meson and Two Muons 

B-physics makes use of several triggers that activate on different dimuon decays; 

these include triggers for the decay modes B → μ+μ−, B → μ+μ− X, and B →

J/ψ(μ+μ−) X, for some decay product X. This optimization focuses on the vertex fit (the 

χ2) of a high-level B-trigger called 2mu4_Jpsimumu, a trigger designed to detect and 

analyze decays involving a B-meson decaying to a J/ψ, itself decaying to a dimuon. The 

“2muX” part of the trigger’s name indicates that it can trigger on a dimuon where each 

muon has a pT of X or higher. High-level triggers in ATLAS have access to momentum, 

position, pseudorapidity, and azimuthal angle for the muon and hadron tracks; they 

combine muon candidates from the Muon Spectrometer with tracks from the Inner 

Detector, determine whether or not they come from a vertex in the ID (using the vertex 

selection criterion, the χ2 cut), and then check if the reconstructed pair’s invariant mass is 

in the mass window of the J/ψ (2500 – 4300 MeV). If it is, and if the vertex is of 

sufficient quality – if the χ2 value is below the selection criterion for that particle – the 

event is stored. Because in B-physics events, the majority of muon pairs come from B →

J ψ⁄ (μ+μ−) X, this study focuses primarily on the figure of merit for the reconstruction of 
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a vertex, i.e. the χ2 of the J ψ⁄  vertex, with a lesser focus on the χ2 of the vertex of B-

meson decays. The optimization process made use of both High-Level Trigger and 

offline-reconstructed data. Matching between muons reconstructed at the HLT stage and 

during the offline reconstruction was performed using a minimum ∆R technique, where 

∆R ≡ √(φHLT − φoffline)2 + (ηHLT − ηoffline)2, to ensure the same muon was analyzed. 

This optimization analysis was performed twice, on two different sets of data. 

Run-1 signal Monte Carlo data were used to establish the basic method. This first 

analysis used Run-1 Monte Carlo data and ATLAS Offline software (“code”). The 

second, full analysis of signal versus background was then applied to Run-2 events. This 

used Run-2 Monte Carlo data and code. There were significant differences in the 

paradigms of Run-1 and Run-2, both in the form of the code they used and the structure 

of their datasets, and as a consequence separate analysis programs had to be written for 

both. While there were some differences in both the process of the analysis and in what 

was analyzed, the core of the optimization process remains the same. The optimizations 

for Run-1 and Run-2 used different Monte Carlo event types for their analysis. The Run-

1 analysis made use of a Bs → J ψ⁄ (μμ)φ dataset, while the Run-2 analysis made use of 

both a bb̅ → J ψ⁄ (μμ)X dataset for the signal, and a bb̅ → μ+μ−X dataset for the 

background. These two datasets were used because most B-trigger-reliant analyses make 

use of the J/ψ → μ+μ− signal for identification. A background dataset was not used for 

the Run-1 data. 

Optimizing the vertex fit χ2 selection criteria involves a study of Monte Carlo 

data, and has three parts. The first part involves creating two-dimensional correlation 

plots between the J/ψ χ2 and the other reconstructed properties of the J/ψ (the 
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momentum terms px, py, pz, the transverse momentum pT ≡ √px
2 + py

2, the mass, the 

pseudorapidity η, the azimuthal angle φ, the number of degrees of freedom of the fit, the 

mean transverse decay length Lxy, and the vertex positions x, y, and z) for the EF and L2 

triggers. This is in order to study the relationship between the vertexing and data such as 

the momenta. If correlation had been discovered, it would have required performing 

offline analyses to determine the consequences of applying the new cut before applying 

new selection criteria to the χ2. Correlation studies also may reveal bugs in the 

reconstruction and vertexing. The second part requires the study of EF and L2 χ2 plots, to 

examine the effects of new selection criteria upon the number of events, both for the 

signal dataset and the background. The final part is the creation of signal efficiency plots, 

background rejection plots, and Receiver Operating Characteristic (ROC) plots, which 

are plots of signal efficiency vs. background rejection. The Run-1 analysis did not apply 

the final two steps; only the signal efficiency was studied for Run-1. 

In addition to the absolute J/ψ χ2, correlations are examined between the χ2 

difference and all the other terms. The χ2 difference is defined as χHLT
2 − χOffline

2 , 

between the J/ψ χ2 as determined by the High-Level Triggers and by the offline 

reconstruction. The HLT tracking and offline tracking are slightly different, with the HLT 

tracking being of lower quality, admitting poorer vertex fits. The difference was thus 

examined in part to check for significant irregularities between the HLT and offline 

vertexing data, but primarily to see if the ordinary differences between the HLT and 

offline vertexing were correlated with other aspects of the data. The normalized J/ψ χ2 is 

also compared with all other J/ψ characteristics, along with the normalized χ2 difference. 



 

102 

 

These normalized plots are created when each χ2 “slice” in the 2D plot is normalized to a 

common maximum, which is the highest value of χ2 in the slice. These are created for the 

same reason as comparing the unnormalized χ2, as some structures are more visible in a 

normalized plot than an unnormalized one. The sort of correlation we look for are 

structures like a high density (~2 times the number of events compared to the surrounding 

region) of events clustered around a diagonal line in a linear graph; uncorrelated event 

density clusters on these 2D plots are horizontal or vertical, depending on the particular 

data type. Another type of correlation is apparent as a “bump,” a region of a distribution 

of much higher density (~3 times the surrounding region). These spots can imply some 

unusual dependence at a threshold value, or a bug in the code. Some correlation between 

χ2 and pz was observed in the form of a small peak at EF pz = 0 (Figure 1) in both Run-1 

and Run-2 data, but this correlation was not sufficiently large to motivate any new cuts or 

studies. No other significant correlations were found. 

Figure 1: The correlation between the normalized 𝐽 𝜓⁄  𝜒2difference 

and the 𝐽 𝜓⁄  pz, prominent around pz = 0, for Run-1 MC 𝐵𝑠 →
𝐽 𝜓⁄ (𝜇𝜇)𝜑 events. The plot shows the number of events found in 

each region of pz and the normalized  𝐽 𝜓⁄  𝜒2difference. 
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The type of EF vs. L2 χ2 plots presented in Figures 2, 3, and 4 are a type of two-

dimensional correlation plot designed to examine the number of events left after a new χ2 

selection criterion is applied. The EF and L2 triggers perform tracking differently, 

resulting in different vertex quality; the purpose of these plots is to examine the impact of 

a wide range of new χ2 selection criteria on the data from the EF and L2 triggers, to give 

an idea of how many events are kept by each trigger at the new criteria, and to compare 

these two vertex qualities graphically. These plots are created using a pair of nested FOR 

loops, themselves inside of a FOR loop that runs over all of a Monte Carlo dataset’s 

events. The outer FOR loop is designed to run over the L2 χ2, from 0.25 to 20.5 in 

increments of 0.25, while the inner FOR loop is designed to do the same for EF. During 

each iteration of the nested FOR loops, the code looks at the EF and L2 χ2 of the 

candidate, and compares it to the current respective increment of the FOR loop – the cut. 

If the χ2 value of either the EF or L2 are above the current cut, nothing happens. 

However, if the χ2 value of both the EF and L2 are below the current cut, a data point is 

saved at the location (current EF cut, current L2 cut) on the xy-plane. 

As an example, take an event with an EF χ2 of 3.3 and a L2 χ2 of 4.6. The outer 

L2 FOR loop and the inner EF FOR loop both begin at 0.25; as the χ2 for both triggers is 

greater than 0.25, no data are saved. The inner EF loop’s cut increments to 0.5; again, 

both χ2 values are greater than this, so nothing happens. This continues until the EF loop 

increases to 3.5. In this case, the EF χ2 is less than the EF cut, but the L2 χ2 is still larger 

than its current cut, 0.25. Once the EF loop reaches 20.5, the L2 loop’s cut increments to 

0.5, and the EF loop begins again. This continues until the L2 loop’s cut is 4.75, and the 

EF loop’s is 3.5. At this point, the EF and L2 χ2 values are both less than their respective 
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cuts. As a consequence, a data point is saved at (3.5, 4.75) on the two-dimensional plot. 

The EF loop then increments its cut to 3.75, another data point is saved at (3.75, 4.75), 

and so on for every event in the dataset. 

This particular analysis was performed for both Run-1 and Run-2 data. The result 

of this analysis for Run-1 can be seen in Figure 2. As we wanted to retain the high 

efficiency of the original J/ψ χ2 < 20 cut, any new cut needed to be based on a point 

where at least 95% of the events were retained. From Figure 2, this point appears to be < 

7 for the EF trigger and < 10 for the L2 trigger. Based on this, the J/ψ χ2 selection 

criterion was reduced from < 20 to < 10. While a smaller, more precise cut would allow a 

greater reduction in background, the switch from Run-1 to Run-2 made a simpler 

selection preferable; a more precise cut would instead be created for Run-2 using Run-2 

data and software. This criterion has been installed in the ATLAS High-Level Trigger in 

Figure 2: The EF vs. L2 𝜒2 correlation for Run-1 MC 𝐵𝑠 →
𝐽 𝜓⁄ (𝜇𝜇)𝜑 data. The z-axis is the number of events. ~95% of events 

are contained in the dark red block. From the plot, it is seen that 𝜒2 

cuts of ~7 for EF and ~10 for L2 retain the entire dark red block. 

This is the motivation for the 𝜒2 < 10 selection criterion. 
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parallel with the original < 20 cut, to test its acceptance. While tightening the selection 

criteria reduces the high-level trigger rate, the background was not studied, and as such 

we cannot say how much the rate was reduced. However, these tightened criteria do 

ensure that a higher fraction of the data that trigger the HLT and are saved are data of 

interest. 

Further analysis was done on Run-1’s efficiency correlation plot by applying 

selection criteria to the offline reconstructed χ2 of both the J/ψ and the B (both of which 

are constructed similarly, as described in section 6.2), and examining the effect this had 

on the EF vs. L2 χ2 plot. To see if there is a space for further tightening of the χ2 cut, six 

additional plots were made (Figure 3) from the Bs → J/ψ φ dataset, where data points 

were created if the offline reconstructed J/ψ vertex fit χ2 was less than 200 (Figure 3a) or 

less than 10 (3b), and if the offline reconstructed B vertex fit χ2 was less than 10 (3c), 5 

(3d), 3 (3e), or 2 (3f), respectively. For the offline reconstructed J/ψ χ2, the cut of 200 

was chosen due to its being the maximum χ2 allowed in offline reconstruction, while 10 

was the value I recommended for the HLT cut for the J/ψ. The values of 10, 3, and 2 for 

the offline reconstructed B χ2 were chosen because they are used in particular physics 

analyses, while 5 was chosen as an intermediate point; B χ2 < 10[7,8] represents the 

preselection of events for Bs → J/ψφ and selection for J/ψ vertices, the B χ2 < 3[7] cut 

represents the final selection of events for Bs → J/ψφ-oriented analyses, and the B χ2 < 

2[8] is the cut used in the final selection for the Bs → J/ψφ lifetime analysis. This analysis 

was performed in order to determine if the restriction of the offline χ2 had a significant 

effect on the trigger efficiency. As can be seen in Figure 3, there is not a significant 

difference in the number of events per colored block. 
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Run-2 signal and background Monte Carlo events were also analyzed. Their 

correlated EF vs. L2 plots can be seen in Figure 4. Note the differences between the bb̅ →

J ψ⁄ X signal and the bb̅ → μ+μ−X background; this is because in the bb̅ → μ+μ−X 

background, the two muons do not necessarily originate from the same vertex, and 

Eff. Plot (J ψ⁄  χ2 < 200) Eff. Plot (J ψ⁄  χ2 < 10) 

Eff. Plot (B χ2 < 10) 
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Eff. Plot (B χ2 < 5) 

Eff. Plot (B χ2 < 3) 

Figure 3a, b, c, d, e, and f: Correlation plots of EF vs. L2 χ2 with various cuts applied 

to the offline reconstructed χ2 Run-1 MC Bs → J ψ⁄ (μμ)φ events. The z-axis is the 

number of events. Those cuts are: J/ψ χ2 < 200 (top left), J/ψ χ2 < 10 (top right), B 

χ2 < 10 (middle left), B χ2 < 5 (middle right), B χ2 < 3 (bottom left), and B χ2 < 2 

(bottom right). Note the minimal difference relative to Figure 2; the boundaries of the 

high χ2 region have not significantly changed. 
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to the readout electronics. This was done using the circuit design CAD freeware PCB 

Artist. 

For the modified board to settle into its cradle, it needs six, 45 mil diameter holes 

in a configuration that matches the pins of the UCS (sites 1-6). This configuration can be 

seen in Figure 11, and forms the basis for both the original and the modified boards. Sites 

4, 5, and 6 are separated from their neighbor by 300 mils; sites 1 and 2 by 200 mils, and 2 

and 3 by 500 mils. A conical socket was soldered into each hole, so the PCB could 

connect to the system. The modified PCB requires an additional five, 32 mil-diameter 

holes to accommodate the coaxial cable’s connection (Figure 10). The four outer holes 

are separated by 200 mils in both directions, while the central one sits in precisely the 

center. These holes do not have any sockets soldered in; instead the coaxial cable’s 

connector is soldered directly to the board. There is also a central, 45 mil-diameter hole, 

which acts as an access point for wire bonds to attach to the back of the sensor. All of the 

holes are plated. This board additionally has three pairs of metalized pads, at locations 1, 

2, and 3 in Figure 10. Locations 2 and 3 are solder attachment points for the thermistors. 

The right pad at location 1 is for signal out, while the left pad is for ground; current is 

routed to and from these locations through the wire bond. Signal in is provided through 

the central hole. All pads, connectors, and hole plating are made of copper coated with 

electroless nickel immersion gold (ENIG), which is composed of a layer of gold over 

catalyzed copper, with a nickel barrier to prevent copper/gold interdiffusion[17]. It has low 

contact resistivity, does not readily tarnish, and bonds to solder, making it an excellent 

material for the PCB. 
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The installation of the modified PCB also demands rewiring of the UCS to bypass 

the pole-wires. Normally, current is routed from the DAQ box, through a pair of RC 

circuits, to the sensor and the preamplifier assembly (see Figure 12 for the circuit 

diagram). The capacitor on the right side acts to protect the FET transistor from high 

current. The coaxial bypass involves disconnecting two wires that connect the PCB’s 

cradle to the main electronics of the UCS. One end of the coaxial cable is stripped, the 

conductor attached in series with the capacitor preceding the transistor and the shell 

attached to ground. This alters the circuit, excising the resistor/capacitor series. Resistor-

capacitor (RC) circuits like these are often used as a form of low-pass noise filter. Low 

frequency noise is less able to pass through the capacitor into the ground than high 

frequency, and as such RC circuits serve to filter out high-frequency noise. These were 

installed for the UCS because its original power supply, an Applied Kilovolts model 

HP001ZIP025, was very noisy, with 55 mV of noise at high frequencies[18]. The current 

Keithley 2410 SourceMeter power supply produces substantially less noise: at high 

frequencies, it has a noise of ~20 mV[19]. This was thought to make the RC filters less 

Figure 12: The default circuit diagram for the UCS. The fan is 

included, despite not being attached to the rest of the circuit, due to 

its being a potential source of noise for the system. 
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necessary for the current power supply. The new circuit diagram, with the RC circuits 

excised, can be seen in Figure 13. 

7.4.4  Noise Measurements in the Upgraded Characterization Station 

The UCS has four potential sources of noise. The first is the pole-wires, which the 

modified PCB is meant to correct. The second is the readout electronics, most notably the 

type 2SK152 FET; this transistor is the primary source of noise from this section, while 

the A275[20] and A250[21] electronics produce very little noise, per their specifications. 

The third is the fan and cooling apparatus. The electronics from this system may create a 

non-negligible amount of radiative noise, while fans are known to create mechanical 

noise, which turns into electronic noise. This source of noise could be mitigated by 

exchanging the current air-cooling fan for a liquid cooling system. The final major source 

of noise in the UCS derives from leakage current in the sensor itself. This noise source 

cannot be mitigated, as it is integral to the sensor. 

The new PCB was operated under several conditions. The first condition 

measures the noise from the system alone, without either of the PCBs attached. The 

second consists of three measurements: the noise from the system when the old PCB is 

attached, when the new PCB is attached, and when the new PCB is attached and the 

Figure 13: The modified circuit diagram for the UCS. Note that the 

capacitor/resistor series has been removed. 
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LEMO connector soldered on, but the LEMO cable is not in place. The sensor was not 

connected to the readout during any of these measurements. These four measurements 

can be found in Figure 14, and as can be seen they are nearly identical, as one would 

expect. This is because, in each case, the noise is sourced solely from the 

preamplification section of the UCS. The noise from the system can be calculated from 

the Gaussian standard deviation σ, as the full-width at half-maximum (FWHM): 

2√2 ln2 ∗ σ. The LabVIEW code that runs the UCS automatically calculates the σ as a 

part of its process, and the value it finds can be found at the top of each image in Figure 

14. The standard deviations are 1.85, 1.85, 1.88, and 1.88 mV, corresponding to a 

FWHM of 4.36, 4.36, 4.43, and 4.43 mV respectively. The difference is split between no 

board/the old board, the first two, and the different states of the new board, the latter two. 

This tiny increase in noise is thought to be a consequence of the traces on the new PCB 

being substantially closer than those on the old one, leading to some small increase in 

capacitance. Regardless, this difference in noise is at the limit of what the UCS can 

measure, and is not considered significant. 

Once the sensor is attached, we examine both signal and noise simultaneously. 

Noise measurements are taken when the board and sensor are attached, the sensor is 

biased, and a 1 millicurie Strontium-90 source is applied to the sensor. This is in part to 

ensure that anything done to reduce the noise doesn’t also decrease the signal by a 

corresponding degree. The thermal noise and noise from leakage current from the sensor 

is an integral part of the readout noise. The signal is produced when a minimum ionizing 

particle from the Strontium-90 source passes through the sensor, generating a pulse of 

~20,000 electrons (35-40 mV after amplification), in coincidence with a hit in the plastic 
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scintillator directly beneath the sensor, attached to a photomultiplier tube. This pulse of 

charge flows through a 10 nF AC coupling capacitor – sized in such a way that it appears 

as a short circuit to the charge pulse but an open circuit to the DC sensor bias current – 

and is collected by the preamplifier. The preamplifier then outputs a voltage signal, 

proportional to the amount of charge from the sensor, which is shaped by the electronic 

No Board 

New Board New Board, with Connector 

Figure 14: The signal from the UCS when no board was 

attached, when the old board was attached, when the new board 

was attached, and when the new board was attached with the 

coaxial connector soldered on. None of these measurements 

included a sensor. 

Signal Collection (mV) 

Signal Collection (mV) Signal Collection (mV) 

Signal Collection (mV) 

Old Board 
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filters, and then routed to the DAQ box for further shaping. The DAQ box performs 

analog/digital conversion of the signal, and sends it to the computer and LabVIEW 

program. It is during this process, where the signal proceeds from the sensor to the 

computer, that noise is picked up; that is, the electronics (which include capacitors, 

resistors, and various unshielded sections where radiated or conducted noise can be 

picked up) generates a “signal” that does not originate from a coincidence between the 

sensor and PM. The noise takes the form of a Gaussian peak to the right of the main, 

Landau-shaped signal in a histogram of the voltage change (in millivolts) of the incoming 

signal from the UCS (Figure 15). Unlike the noise in Figure 14, the Gaussian σ is not 

calculated directly by the LabVIEW code, but must instead be found through the fitting 

of a Gaussian curve to the noise. This is also shown in the right-hand plot of Figure 15; 

the χ2 = 0.85 for this fit, while the σ = 4.19 mV, giving a FWHM of 9.87 mV. The 

position of the Landau signal, to the left or right of the Gaussian noise, is dependent on 

the direction in which the sensor has been biased. It is important to ensure that the signal-

Noise 

Signal 

Figure 15: The left image is the signal and noise from the UCS 

when the board and sensor are attached and biased and a source of 

ionizing particles is supplied; the red line is a cursor. The right 

image is a fit of the noise curve. 

Signal Collection (mV) 
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to-noise ratio, the absolute value of the most probable value of the Landau divided by the 

mean of the Gaussian, is as high as possible; i.e., that the charge pulse from the signal is 

greater than that from the noise. 

As this is a histogram, the amplitude represents how many hits were achieved at a 

given voltage (mV), or how many hits were detected at a given charge pulse. While the 

amplitude is not directly useful, its distribution allows one to find the most probable 

value of the Landau signal, and the mean of the Gaussian; from this millivolt value, it is 

possible to determine the average number of electrons coming from the signal and the 

noise. The standard deviation, or sigma, of the curve, informs the reader of the spread of 

the noise and signal as a function of voltage; Landau fluctuations – a consequence of the 

statistics of the physical energy distribution as beta particles from the Strontium-90 

source pass through the material of the sensor – means that the resulting ionization 

creates a spread of signals across the horizontal axis. The same is true of the noise, 

although the spread is caused by varying leakage currents, thermal effects in the sensor 

and electronics, and changing RF electric fields in the interior of the UCS. This is 

important because in some sensors the width of the noise can grow to the point where it 

swamps the signal, making it impossible to separate them. In the case of the type of 

sensor shown in Figure 15, a 220 μm planar silicon sensor, the signal is large enough that 

it can be easily separated from the noise; however, in diamond sensors, the signal is so 

small that it can’t be easily disentangled. Thus, reducing the noise from extrinsic sources 

is critical to proper experimentation with diamond sensors. 

In a third study, the sensor is connected to the readout and bias circuitry, but no 

bias voltage is applied. While it was known that the LEMO cables connecting the sensor 
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to the high voltage and readout amplifier would add capacitance to the system, the 

dependence of the UCS amplifier noise on capacitance was not well-understood; as such, 

the bypass had to be installed blind, without knowing what effect it would have on the 

noise beforehand. Measurements were taken both for the original and new PCBs. These 

measurements can be found in Figure 16. The widths of the two graphs are fairly close, 

indicating a similar level of noise between the new and old system when the sensor is 

unbiased. In this case, the width of the Gaussian has expanded substantially relative to 

Figure 14; this is because the amplifier is now being loaded by the capacitance of the 

sensor.  

In a fourth study, an 11 V reverse bias is applied. The resulting measurements 

from the old and new PCBs can be found in Figure 17, and as before are nearly identical. 

When the sensor is biased, the capacitance of the sensor is reduced, reducing the overall 

noise. 

Figure 16: Signal measurements from the system with the sensor 

attached, but with no bias voltage applied. The graphs are from 

the original board (left) and the new (right). 
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The final study was a measurement of the noise from the entire, biased system 

when the 220 μm planar silicon sensor was being excited by the 1 millicurie Strontium-

90 source. The results of the two measurements can be found in Figure 18. The graph on 

Figure 17: The signal from the system with the sensor attached and 

a +11 V bias applied. The graphs are from the old board (left) and 

the new (right). 

Figure 18: Signal and noise measurements with the sensor 

attached, the bias applied, and a source irradiating the sensor. 

The left represents the original board without the coaxial 

bypass, and the right, the new board with the coaxial bypass. 

Note that the signal has expanded and swamped the noise bump 

in the right-hand image. The new board and coaxial cable does 

not reduce the noise. 

Signal Collection (mV) Signal Collection (mV) 
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the left, from the original PCB is what we would expect[22], comprised of a large signal in 

the form of a Landau curve and a smaller Gaussian curve, the noise. 

The right-hand image in Figure 18 shows the same measurement, but using the 

new board. Note how the signal and noise distributions have become overlapped. The 

reason for this is not understood, but the signal appears to be in approximately the same 

place as it is for the old board. Thus, it does not appear as if the new PCB configuration 

has a better signal-to-noise ratio than the old PCB configuration. 

The fan is another potential contributor of noise in the UCS. Measurements were 

taken with the original PCB configuration when the fan was both on and off; as the fan 

did not have a power switch, it was turned on and off using an alligator clip clamping its 

power wire. The result, and the fits of the noise curves, can be seen in Figure 19. The fit 

of the Fan Off noise curve has a σ of 5.00 mV, giving a FWHM of 11.77 mV at χ2 =

3.60, while the Fan On noise curve has a σ of 5.07 mV, a FWHM of 11.93 mV, and χ2 =

5.79. Thus, the fan is not observed to be a significant source of noise. 

Cooling electronics can reduce their noise. However, cooling them to the point 

that there is a significant impact on the noise usually requires that the temperature be 

reduced below the freezing point, which can result in condensation and damage. To avoid 

condensation, the interior is usually purged with nitrogen gas, to displace the humid local 

atmosphere. The FET was cooled using two different techniques: a stream of cold high-

pressure nitrogen gas, and dry (CO2) ice placed directly on the transistor. 

A stream of cold high-pressure nitrogen gas generated by an N2-fed vortex tube 

was applied through an opening in the UCS, using a Loc-Line flexible tube (Figure 20) to 
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direct the nitrogen stream toward the FET. The stream was at 70 PSI, and after five 

minutes had reduced the stream-side of the transistor to -2.5° C, and the other side to -

1.5° C. Room temperature was ~23° C. The result of this noise measurement, and the fit 

of the noise curve, from experiment can be found in Figure 21. The fit of the noise curve 

has a σ of 4.86 mV, giving a FWHM of 11.44 mV at χ2 = 5.60. Comparing this noise 

measurement to the Fan On measurement of Figure 19 (the default state of the UCS), 

Figure 19: Signal and noise measurements with the fan on and off 

(top) and the fits of the noise (bottom). Note that these 

measurements are nearly identical. The original planar silicon 

sensor was damaged while being moved between PCBs, and was 

replaced with a 3D sensor[23], which has different noise 

characteristics. 
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using nitrogen to reduce the temperature by 25° C reduced the noise by 0.49 mV, ~4%, 

and therefore did not have a significant (>10%) effect on the noise; thus we applied dry 

ice directly to the transistor, to cool it further and examine the result.  

The transistor has a small surface area, about 20 mm2 per face, and extends about 

a half centimeter above the rest of the electronics. Further, the transistor does not have 

any nearby supporting structure on which to rest a chip of dry ice. In order to hold the dry 

Figure 21: Signal and noise measurements with a nitrogen stream 

and its corresponding noise fit. 

Figure 20: The Loc-Line flexible tube, used to direct the nitrogen 

stream towards the FET. 
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ice, a small plastic cup was wrapped around the transistor (Figure 22) and filled with 

powdered dry ice. This cooled the transistor to a temperature of -75° C. The result of this 

experiment and its noise fit can be seen in Figure 23. Despite the change in vertical scale, 

a careful examination of both plots shows that the peaks of the Landau and Gaussian 

curves have roughly the same relative height, with the difference being created by 

fluctuations in the data. The fit of the noise curve has a σ of 4.88 mV, giving a FWHM of 

11.49 mV at χ2 = 3.61, a decrease in the noise inferior to that of the nitrogen stream. 

This inferior performance is due to the dry ice powder evaporating before the 

measurement was completed. A similar experiment was attempted using a solid piece of 

dry ice, but this resulted in transistor failure. There is a gap here between the amount of 

cooling that can be performed by a dry gas stream, and a piece of dry ice; other methods 

exist, such as using specialized refrigerators, but the need to cool the FET and not cool 

other, more temperature-sensitive electronics makes them non-viable. Consequently, the 

only method remaining is to add an additional electronic noise filter. 

Figure 22: The plastic cup made to hold dry ice powder, currently 

empty. The FET can be seen inside the cup. 
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None of the methods described here have been successful in reducing the noise in 

the UCS. The new PCB exhibited approximately the same amount of noise as the old 

PCB. Disabling the system’s fan, in an effort to eliminate noise from the motor, did not 

have a significant effect on the noise from the system. Finally, cooling the FET in the 

UCS using a nitrogen stream and dry ice did not reduce the noise to a sufficient degree. 

Therefore, the only other available possibility to reduce the noise is to add an additional 

electronic noise filter. The UCS by default has two electronic noise filters, in the form of 

two A275 pulse amplifiers. Adding a new A275 is simply a matter of plugging it in, in 

series with the other two. 

7.4.5  Application to Proton Irradiations 

While the modified PCB was originally designed for use in the Upgraded 

Characterization Station, it also found use in an experiment at LANSCE in a study of the 

effects of irradiating a silicon sensor while the sensor was biased. The sensors in question 

needed to be biased from the top and the bottom, and the modified PCB was designed for 

Figure 23: A noise measurement, and its fit, after the plastic cup 

was filled with powdered dry ice. The ice evaporated before the 

experiment was finished. 
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this purpose – the central hole was made so that wire bonds could be attached to the 

bottom of such sensors. 

The particular type of sensor that was being examined was a 3D sensor, a type of 

sensor in which the electrodes, instead of being implanted on the surface, are 

perpendicular, penetrating into the substrate of the sensor. The reason for making a 

sensor with this configuration is that this geometry makes the sensor considerably more 

radiation hard, as it is possible to make the distance between electrodes small enough that 

the effect of charge trapping on the signal is suppressed, even for very large radiation 

fluences. More details can be found in [23,24]. The study was focused primarily on 

characterizing the electrical behavior of 3D diodes. 

During irradiation, the bias voltage was applied with a wire bond attached to the 

n-side (top) through the grounding pad, and to the p-side (bottom) of the 3D diode 

through the central hole of the PCB. The diodes are sensitive to light; it was necessary to 

cover them with dark plastic covers, attached by Kapton tape (Figure 24). 

Figure 24: The irradiated sensor, encased in plastic and Kapton 

tape. The wires on the left are for the purposes of biasing the sensor 

during irradiation. 



 

147 

 

7.5  References  

1. http://rd50.web.cern.ch/RD50/NIEL/default.html 

2. RD2 Collaboration (1995). Fluence and Dosimetric Measurements For a π± 

Irradiation Facility. Nucl. Phys. Proc. Suppl. 44, 503-509. 

3. Blokland, Willem, Dey, Joseph, & Vogel, Greg (1997). A New Flying Wire 

System for the Tevatron. Proceedings of the 17th IEEE Particle Accelerator 

Conference (Vancouver), Ed. M. Comyn et al., C970512, 2032 (1997). 

4. Glaser, M., Ravotti, F., & Moll, M. (2006). Dosimetry assessments in the 

irradiation facilities at the CERN-PS accelerator. IEEE Trans. Nucl. Sci., 2016-

2022. 

5. Bisello, D., Candelori, A., Kaminsky, A., Pantano, D., & Wyss, J. (2001). 

Radiation damage of standard and oxygenated silicon diodes irradiated by 16-

MeV and 27-MeV protons. IEEE Trans. Nucl. Sci. 48, 1020-1027. 

6. Palni, Prabhakar, et al (2013). A Method for Real Time Monitoring of Charged 

Particle Beam Profile and Fluence. Nucl. Instr. And Meth. A, Vol. 735, 213-217. 

7. http://www.mouser.com/ds/2/311/BPW%2034%20F,%20Lead%20(Pb)%20Free

%20Product%20-%20RoHS%20Compliant-369678.pdf 

8. A. B. Rosenfeld, et al. (2003). Neutron Dosimetry With Planar Silicon p-i-n 

Diodes. IEEE Trans. Nucl. Sci. vol. 50 (6), pp. 2367 - 2372. 

9. http://www.tek.com/sites/tek.com/files/media/media/resources/Series_2400_DS_

041216.pdf 

10. http://exodus.poly.edu/~kurt/manuals/manuals/Keithley/KEI%20706%20Instructi

on.pdf 



 

148 

 

11. http://www.ni.com/labview/ 

12. Taddeucci, T.N., Ullmann, J., Rybarcyk, L.J., Butler, G.W., and Ward, T.E. 

(1997). Total cross sections for production of 7Be, 22Na, and 24Na in p + 7Li and p 

+ 27Al reactions at 495 and 795 MeV. Phys. Rev. C 55, 1551–1554. 

13. Morgan, G. L. et al (2003). Total cross sections for the production of 22Na and 

24Na in proton-induced reactions on 27Al from 0.40 to 22.4 GeV. Nucl. Instrum. 

Methods Phys. Res. B 211, 297–304. 

14. Palni, Prabhakar (2014). Evidence for the Heavy Baryon Resonance State Λb
∗0 

Observed with the CDF II Detector, and Studies of New Particle Tracking 

Technologies Using the LANSCE Proton Beam. University of New Mexico Ph.D. 

Dissertation, http://digitalrepository.unm.edu/cgi/viewcontent.cgi?article= 

1051&context=phyc_etds. 

15. Hartjes, Fred (2011). Design plans of Nikhef characterisation station. 

http://www.nikhef.nl/~i56/ (Note that the manual and associated files may be 

found under Documentation). 

16. Josey, Brian P. (2012). Charge Collection Distance of Diamond Vertex Detectors. 

University of New Mexico Honors Thesis, http://physics.unm.edu/pandaweb/ 

undergraduate/programs/honorsThesis/2012_Josey.pdf. 

17. Cullen, Don et al. (2001). Effects of Surface Finish on High Frequency Signal 

Loss Using Various Substrate Materials. IPC EXPO. 

18. http://www.appliedkilovolts.com/docs/datasheets/HPZ.pdf 

19. http://www.tek.com/sites/tek.com/files/media/document/resources/2410RevD_Do

cSpec.pdf 

http://www.ni.com/labview/
http://www.appliedkilovolts.com/docs/datasheets/HPZ.pdf
http://www.tek.com/sites/tek.com/files/media/document/resources/2410RevD_DocSpec.pdf
http://www.tek.com/sites/tek.com/files/media/document/resources/2410RevD_DocSpec.pdf


 

149 

 

20. http://amptek.com/products/a275-pulse-amplifier/  

21. http://amptek.com/products/a250-charge-sensitive-preamplifier/ 

22. https://www.digchip.com/datasheets/parts/datasheet/192/2SK152-pdf.php 

23. Parker, S. et al. (1997). A proposed new architecture for solid-state silicon 

detectors. Nucl. Instrum. Meth. A 395, 328. 

24. Spieler, Helmuth. "Electronic Noise." Semiconductor Detector Systems. Oxford: 

Oxford UP, 2005.  

http://amptek.com/products/a275-pulse-amplifier/
http://amptek.com/products/a250-charge-sensitive-preamplifier/
https://www.digchip.com/datasheets/parts/datasheet/192/2SK152-pdf.php


 

150 

 

Chapter 8: Conclusions and Outlook 

Motivations for a search for the supersymmetric Bs → μ+μ−μ+μ− decay have 

been presented. A trigger study was performed, evaluating signal efficiency and 

background suppression for the twelve triggers being used in this analysis. Using Monte 

Carlo simulations, major background decays were identified and studied. Of the seven 

background decays studied, the SM Bs → 4μ, Bs → φ(→ KK)μμ, Bd → ω(→ ππ)μμ, 

Bd → ρ0(→ ππ)μμ, Bs → ψ(2S)(→ μμ)K∗(→ K+π−), Bs → J ψ⁄ (→ μμ)φ(→ μμ), and 

Bd → K∗(→ K+π−)μμ, with hadronic tracks misidentified as muons, the largest 

contributors are the Bs → J ψ⁄ φ, followed by the Bd → K∗μμ. The former can be 

eliminated by applying window cuts around the mass of the J ψ⁄  and φ. By excluding any 

B events with daughters in a 5σ window around the mass of the J ψ⁄  (±312 MeV) and the 

φ (±121.5 MeV), this background is reduced by a factor of ~106, far below the level of 

the signal. The Bd → K∗μμ background can be eliminated in two ways: using a similar 

mass window cut around the mass of the K∗ (±139.41 MeV, in this case), or by creating a 

fit of the background’s mass curve, and subtracting the fit from the collision data. The 

next step is to study combinatorial and non-b-decay backgrounds and to perform the fine 

background reduction, by using neural network Boosted Decision Tree techniques to find 

the optimal selection criteria. After that has been completed, research on the collision 

data using these criteria can begin. That is beyond the scope of this dissertation. 

A project to refine the High-Level Trigger of the ATLAS Experiment was 

completed. This project focused on the B-Triggers, triggers made to save events 

including a bottom quark. About 10% of these events produce a J ψ⁄  meson as part of 

their decay, which itself produces a clean, strong dimuon signal for detection; this project 
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focused on optimizing one of the J ψ⁄  vertex selection criteria, the cut on the J ψ⁄  χ2, 

which describes the vertex quality. This was studied for both Run-1 (2012) and Run-2 

(2015) data. Based on the results of the studies, it was recommended that the J ψ⁄  χ2 cut 

be reduced from χ2 < 20 to χ2 < 10, and the corresponding trigger was integrated in 

parallel with the original selection criteria. Furthermore, for Run-2, signal efficiency, 

background rejection, and signal efficiency vs. background rejection plots were created to 

guide strategy for the future. As part of the studies, correlation plots between various High 

Level Trigger data (such as mass, kinematics, geometry, and so on) and the J ψ⁄  χ2 were 

studied, to determine if there was any significant dependence of the J ψ⁄  χ2 on other terms; 

no such correlation was found. Finally, a study of IBL data in Period H – during which the 

IBL was on only intermittently – showed that the J ψ⁄  χ2 vertexing efficiencies did not vary 

significantly based on the state of the IBL. 

A diode array designed for rapid real-time monitoring of the fluence from a 

charged particle beam was presented, along with a description of the code needed to run 

the array. The ability to measure fluences in real time is invaluable in the development of 

new radiation-hard technologies intended for environments like that in detectors at the 

LHC. The diode array can be enhanced further by using either smaller and more closely-

spaced diodes, to decrease pitch and increase resolution, or by using more radiation-hard 

diodes (such as diamond or 3D), to increase radiation hardness and make the array viable 

for higher fluences, in the range beyond 1015 neq/cm2. 

An attempt was made to reduce the noise of the Upgraded Characterization 

Station, a device that can be used to measure how a sensor’s efficiency changes with 

radiation damage, in order to make the study of lower-signal sensors (such as diamond) 
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feasible. Attempts were made to reduce noise from thermal and radiative sources, 

including designing a new PCB that could bypass certain exposed wires. None of these 

methods were successful in reducing the noise by more than 10%. The next 

recommended step is to attach a third Amptek A275 Pulse Amplifier in series. The PCB 

was used successfully in an experiment to irradiate a silicon sensor while the sensor was 

biased. 
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Appendix A: Results of Fits to Monte Carlo Event Distributions 

Three different fits have been presented in this dissertation: the fits of the mass of 

the K∗, the Bd, and the Bs. These were performed using RooFit. Presented here are the 

values that were put into the RooFit code to achieve the fits. 

 The K∗ mass fit used a Gaussian and a Landau curve added together; the values 

of the fitting parameters can be found in Table 1. Note that the two parameters of the 

Landau distribution, the location parameter and the scale parameter, are called “mean” 

and “sigma” in RooFit. The standard deviation for distributions like the Gaussian and 

Crystal Ball functions are called “sigma” in RooFit. Upper and lower bounds must be 

provided to RooFit for these functions for the fit to converge; these bounds are given 

here. 

The fitting parameters for the Bd mass can be found in Tables 2-4. As before, the 

upper and lower bounds are provided, for the purpose of replicating the fit in RooFit. 

 

𝐊∗ Mass RooGaussian 

Parameter Value Upper Bound Lower Bound 

Mean 883.14 884 882 

Sigma 46.47 47 46 

 RooLandau 

Location Parameter 893.017 894 892 

Scale Parameter 13.111 13.2 13.0 

 Fraction 

K 0.3611 0.364 0.359 

Table 1: The fitting parameters for the 𝐾∗ mass. These are the 

parameters used for the fit presented in Figure 5.7. 
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𝐁𝐝 Mass RooCBShape (Crystal Ball) 

Parameter Value Upper Bound Lower Bound 

Mean 5051.92 5054 5050 

Sigma 140.311 142 139 

α 0.7843 0.865 0.703 

n 7.5405 23.9 -8.73 

 RooGaussian 

Mean 5130.39 5132 5129 

Sigma 60.6311 62 59 

 Fraction 

PBd
 0.875065 0.884 0.866 

 

 

𝐁𝐝 Mass RooExponential 1 

Parameter Value Upper Bound Lower Bound 

Exponent a 0.00756955 0.00758 0.00756 

 RooExponential 2 

Exponent b 0.00205961 0.00208 0.00204 

 RooExponential 3 

Exponent c 0.00205961 0.00208 0.00204 

 Fraction 

LBd,1 0.999814 0.999817 0.999811 

LBd,2 0.260287 0.500 0.021 

 

 

Table 3: The fitting parameters for the 𝐵𝑑 mass, left sideband. This 

corresponds to the fit in Figure 5.12. 

Table 2: The fitting parameters for the 𝐵𝑑 mass, peak, 

corresponding to Figure 5.11. 
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The fitting parameters for the Bs mass can be found in Tables 5-7, and as before 

the upper and lower bounds are provided. 

𝐁𝐬 Mass RooBreitWigner 

Parameter Value Upper Bound Lower Bound 

Mean 5367.6 5380 5350 

g 145 154 136 

 RooGaussian 

Mean 5354 5380 5330 

Sigma 60.8 69.8 51.8 

 Fraction 

PBs
 0.875383 0.892 0.859 

 

 

𝐁𝐝 Mass RooGaussian 

Parameter Value Upper Bound Lower Bound 

Mean 4003 6300 1700 

Sigma 289 322 256 

 RooPolynomial (3rd Order) 

a1 43078 43200 43000 

a2 -14.1283 -14.10 -14.2 

a3 0.0011963 0.00120 0.00119 

 Fraction 

RBd
 0.999858 0.9999 0.9998 

Table 5: The fitting parameters for the 𝐵𝑠 mass, peak. These 

parameters created the fit in Figure 5.15. 

Table 4: The fitting parameters for the 𝐵𝑑 mass, right sideband, 

corresponding to Figure 5.13. 
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𝐁𝐬 Mass RooGaussian 

Parameter Value Upper Bound Lower Bound 

Mean 6490.06 8530 4450 

Sigma 273.111 306 241 

 RooPolynomial (3rd Order) 

b1 117.748 150. 86.0 

b2 0.047535 0.0829 0.0122 

b3 0.0000111111 0.0000135 0.00000879 

 Fraction 

LBs
 0.999939 0.99995 0.99993 

 

 

𝐁𝐬 Mass RooGaussian 

Parameter Value Upper Bound Lower Bound 

Mean 5257.28 5330 5190 

Sigma 97.4294 112 83.6 

 RooExponential 

Exponent d -0.005887 -0.00517 -0.00662 

 RooPolynomial (3rd Order) 

c1 -10635.4 -9890 -11400 

c2 1.15947 1.29 1.03 

c3 0.00022909 0.000256 0.000202 

 Fraction 

RBs,1 0.0255336 0.0263 0.0248 

RBs,2 0.997947 0.998 0.997 

 

Table 6: The fitting parameters for the 𝐵𝑠 mass, left sideband. These 

fitting parameters were used to construct the fit in Figure 5.16. 

Table 7: The fitting parameters for the 𝐵𝑠 mass, right sideband, 

corresponding to Figure 5.17. 


