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Chapter 5. Ionization Measurement and Comparison to Prediction 83

Figure 5.5: Summary of fluorescence measurements of the 7P1/2, 7P3/2, and 7D5/2

states. Integrated fluorescent power was determined by fitting measured spectral
lineshapes to a Lorentzian profile and integrating. The measurements are

normalized to the highest measurement for each spectral line. [Top] Measurements
with varying laser pump power and cesium density of 3.6× 1012 cm−3. [Bottom]
Measurement with varying cesium density and laser power of 1.2 W. The dashed

lines are power laws Pf ∝ nκCs, where κ is listed as ”slope”.

shown in Figure 5.6. The 300 V field was sufficient to cause current saturation.

Fluorescence was observed to remain nearly constant, with at most a 20% decrease

at high cesium density.

The 20% decrease in fluorescence with the application in voltage is consistent
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Chapter 5. Ionization Measurement and Comparison to Prediction 84

Figure 5.6: Fluorescence measurements at a pump power of 1.2W with and without
300 V applied to the electrodes showing a maximum variation of less than 20%

with estimations made in Sec. 4.1 of cesium density reduction in the pump beam

path due to diffusion of fresh cesium from around the beam to replace cesium ions
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Chapter 5. Ionization Measurement and Comparison to Prediction 85

pulled to the electrodes. This process was not included in simulation since it was

estimated to cause at most a negligible 2% reduction in cesium density. However,

ion chamber measurements shown in Sec. 5.1 show higher ionization than predicted

by simulation, which would increase the impact of diffusion. A reduction in cesium

density of about 7% is expected to decrease fluorescence by 20% due to the measured

relationship shown in Figure 5.5.

Fluorescence from many highly excited Rydberg energy states was nearly un-

changed by application of an electric field sufficient to cause current saturation. This

indicates that the dominant process populating these states is not electron / ion re-

combination, as has been previously suggested [55]. This is because an ion chamber

operated at saturation has caused drift of charged particles to the electrodes to be

significantly faster than recombination. If the Rydberg states were mainly populated

by recombination, then the impact of the ion chamber would be to remove the process

creating the populations, which would significantly diminish fluorescence. Creation

of Rydberg states in the system may be do to secondary energy pooling from the 5D

and 7S states, as discussed in Section 5.3. Fluorescence from many Rydberg states

is shown in 5.6. This measurement was done with the ion chamber at 95◦C, which

caused a sufficiently high cesium density that minimal pump transmission was al-

lowed. The alkali density is estimated to be 1.1×1013 cm−3 based on the temperature

using the expected relationship. [52]

5.3 Analysis of DPAL Ionization Rate

5.3.1 Comparison of Measurements and Predictions

Ion chamber measurements and simulation predictions agree that ionization is rare

with less than one ionization event per one million absorbed pump photons (<1 ppm).

However, measured rates were larger than expected; the largest disagreement between
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Chapter 5. Ionization Measurement and Comparison to Prediction 86

modeling and simulation was 6.5× at the highest pump power of 1.2 W and the

highest cesium density of 2.2 × 1012 cm−3. The measured rate was 0.97 ppm and

the predicted rate was 0.15 ppm. Multiple possible causes of the larger measured

ionization rate than expected have been investigated.

Relative changes in ionization rate were measured while varying laser pump power

and cesium density, which provided information about the ionization mechanism.

Measurements and simulation were in agreement that saturation current increased

as the square of the pump power (Isat ∝ P 2
pump). This was evidence that the role of

photons in the ionization model was correct. However, measurements and simulation

were in disagreement on the dependence of saturation current on cesium density;

the measured dependence was cubic (Measurement: Isat ∝ n3
Cs), and the predicted

dependence was quadratic (Simulation:Isat ∝ n2
cesium). This was evidence that the

ionization model may be missing a collisional process.

The reason that the measured Isat ∝ n3
Cs dependence suggests that the ionization

model is missing a collisional process can be understood based on the following.

As was previously discussed in Sec. 4.9, the main multistep ionization process

in the model was: (1) pump photon absorption, (2) collisional energy pooling, (3)

collisional Penning ionization. This process required collisions between three excited

cesium atoms, and therefore, the predicted dependence of the ionization rate at a

single point in the ion chamber on cesium density was cubic, Q(z) ∝ n3
Cs. However, as

discussed in Sec. 4.9, since the saturation current of the ion chamber was proportional

to the total integrated ionization rate,
∫ L

0
Q(z)dz, along the 7.7 cm optical path

through the ion chamber, the predicted dependence of the measured saturation was

decreased to Isat ∝ n2
Cs. (The reduction from n3

Cs to n2
Cs is due to reduced absorption

length as cesium density increases.)

If an additional collisional process was missing from the ionization model, it

would increase the dependence of saturation current from n2
Cs to n3

Cs. The dominant
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ionization pathway would then involve collisions between four excited cesium atoms,

and ionization at a point would have a fourth-order dependence, Q(z) ∝ n4
Cs. The

measured saturation current would still be one order less, so it would be Isat ∝ n3
Cs.

5.3.2 Investigation of Discrepancies Between Measurements

and Predictions

Besides a missing collisional process, other possible causes of the higher than expected

ionization rate and increased cesium density dependence have been investigated. The

processes that have been investigated are:

1. Secondary energy pooling, which is possibly the missing collisional process in

the ionization model

2. Sensitivity of ionization to nonuniformity of the cesium gas

3. Effects of plasma transport to the electrodes

4. Radiation trapping

5. Stark effect due to the applied electric field

6. Inverse-bremsstrahlung photon absorption by the plasma.

Processes that occur in a high density ion chamber were investigated in Ch. 3.

It was found that even at high density where space charge is significant, there are

no processes that alter saturation current measurement. For example, it was found

that Debye shielding does not cause a significant increase to the electric field by

restricting it to a small localized region. This processes was examined to ensure that

it does not cause field induced ionization.
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Radiation trapping is a process in which a pump photon is fluoresced and re-

absorbed elsewhere in the gas, possibly multiple times. This process would cause

an increase to the dependence of ionization rate on cesium density; however, it is

unlikely to have had a significant effect since the pump absorption length in the

experiment, > 0.7 cm, was much longer than the beam diameter, < 0.2 cm.

Perturbations of the cesium atoms due to the electric field, known as the Stark

effect, occurred in the experiment; however, the impacts were likely negligible. Gen-

erally, the Stark effect occurs when an applied electric field alters the energy states of

a particle by pulling the electrons and nucleus in opposite directions. In the experi-

ment, a maximum electric field of 500 V/cm was applied to the cesium gas. This is 6

orders-of-magnitude smaller than the field experienced by the ground-state valance

electron due to the nucleus, which is approximately 214 MV/cm (based on a cesium

atomic radius of 2.6 Å [65].) The applied electric field is expected to cause a decrease

in the ionization potential. This has been measured by Klots & Compton to have

the following relationship (Eq. 5.2) with a = 1.90±0.03, which is just slightly below

the semiclassical value of 2. [66] [67] In the equation, ∆E is the change in ionization

energy, EH = 27.211 eV is the Hartree energy (approximately the electric potential

of hydrogen or twice the ionization potential), Fa is the applied electric field, and

FH = 512.4 MV/cm is the Hartree field (approximately the field experienced by the

electron of a ground state hydrogen electron). The calculated ionization potential

decrease of cesium in the experiment due to the applied field of 500 V/cm is 0.4%

from 3.89 to 3.87 eV, which is not expected to cause a significant change to 852 nm

laser induced ionization.

∆E

EH
= a

√
Fa
FH

(5.2)

Multiple impacts on photoionization rates due to the Stark effect have been previ-

ously observed; however, none of these effects are expected to have been important in
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Chapter 5. Ionization Measurement and Comparison to Prediction 89

the current experiment. An effect resulting from Stark shifting has been observed in

photoionization of alkali gas in a strong electric field with radiation near the ioniza-

tion threshold. [68] Freeman and Economou showed that stable Stark-shifted states

exist above the threshold, which do not ionize. Conversely, they showed that unsta-

ble Stark-shifted states exist below the threshold, which rapidly ionize. This process

causes electric-field dependent resonances to appear in the spectrum of the photoion-

ization cross-section near threshold. This process is not expected to be significant

in DPAL ionization since photoionization from the 7P states or higher excites ce-

sium well-above the ionization threshold. Klots & Compton observed electric-field

enhancement of photoionization from S and F states in cesium gas. [66] [67] The

authors attributed the increased ionization to Stark mixing, which is an effect where

the electric field causes slight blending of states with opposite polarity. Without the

field, populating the S and F states caused minimal ionization since the states have

small photoionization cross-sections. The electric field resulted in population mixing

to states with larger photoionization cross-sections, increasing the total ionization

rate. Stark mixing is unlikely to have been significant in the current experiment,

since collisions with the buffer gas was much more efficient at mixing energy state

population. (Klots & Compton did their experiment in a cesium beam with no buffer

gas.)

The Stark effect causes absorption lineshapes to shift and broaden with an ap-

plied electric field. The effect is more pronounced for high Rydberg states. For

example, the Stark shift for a 500 V/cm field is expected to be 1.1 pm on the 10D5/2

state and 200 pm on the 18D5/2 state [69]. The Stark effect is unlikely to be a major

impact on this experiment since it is a small effect on most cesium states and line-

shape perturbation has a smaller effect on collisional processes compared to photon

absorption.

Inverse-bremsstrahlung is a process that allows charged particles to absorb inci-

dent radiation. The process requires a collision partner to perturb and oscillate the
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charged particle, enabling it to accept the energy of the photon as increased kinetic

energy. This effect is efficient at high plasma density, and is key to laser fusion;

however, it is minimal at the range of plasma densities in the experiment, which are

estimated to be < 1010 cm−3 [70] [71].

5.3.3 Secondary Energy Pooling

Secondary energy pooling is a collisional excitation process between a 6P state and

a higher energy state, which results in formation of a highly excited Rydberg state

that is still below the ionization limit, as shown in Figure 5.7. This process could

occur in collisions between the 6P states and either the 5D or 7S states, which would

be formed after relaxing from higher states, 6D, 7P , and 8S, formed during initial

energy pooling.

Rates for this process have not been measured; however, it is expected that the

total cross-sections would be much larger than the pooling processes between two 6P

states since the final state is nearly resonant with many Rydberg levels. The expected

collision cross-sections are shown in Table 5.2. The rates have been calculated using

Eq. (4.4), based on transitions from 5D to 8P , 7D, 9S, 5F , and 5G, and from 7S

to 74 different states from 3.68 – 3.84 eV. The energy states are based on transitions

tabulated by Sansonetti [72]. Ionization from the highly excited Rydberg states may

be faster due to Hornbeck-Molnar ionization and associative Penning ionization, since

the Rydberg states are near or above the ionization limit of the cesium dimer (3.19 eV

[73]). However, rubidium measurements indicate that direct Penning ionization is

dominant over Hornbeck-Molnar and associative Penning ionization. [56]

Secondary energy pooling was likely an important step in the cesium ionization

mechanism, based on both ion chamber and fluorescence measurements; however,

it was unlikely to fully explain the gap between measured and predicted satura-

tion current. The cross-sections of secondary energy pooling rates are 1-2 orders-
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Figure 5.7: Cesium energy state diagram showing initial energy pooling, followed
by radiative or collisional decay to the 5D or 7S energy states, then secondary

energy pooling to states near the ionization limit.

Table 5.2: Estimated secondary energy pooling collision cross-sections based on cal-
culations from Equation Set 4.4 published by Wallerstein et al. [55]

Secondary Pooling Reaction Total Cross-Section [×10−16 cm2]
6P1/2 + 5D3/2 → Cs∗∗ + 6S1/2 797
6P3/2 + 5D3/2 → Cs∗∗ + 6S1/2 342
6P1/2 + 5D5/2 → Cs∗∗ + 6S1/2 764
6P3/2 + 5D5/2 → Cs∗∗ + 6S1/2 402
6P1/2 + 7S1/2 → Cs∗∗ + 6S1/2 3712
6P3/2 + 7S1/2 → Cs∗∗ + 6S1/2 7522

of-magnitude larger than similar pooling rates between two 6P states; however, the

cross-sections are lower than the Penning ionization cross-section of 12900×10−16 cm2

(Table C.3) used in simulation. Since the populations of the states above 6P were

all similar (which is shown in Figure 4.2) Penning ionization was expected to occur
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faster than secondary pooling. Based on these rate estimations, secondary energy

pooling was expected to increase the total ionization rate and dependence on cesium

density, but not fully account for differences between measured and simulated ion

chamber results.

Multiple aspects of fluorescence measurements further indicated that secondary

energy pooling was an important process in cesium ionization. First, the expected

dependence of 7P fluorescence on cesium density was quadratic due to energy pool-

ing between two 6P states; however, the measured fluorescence dependance had an

exponent of 2.5 - 3.5 (Pf ∝ n2.5−3.5
Cs ), which is shown in Figure 5.5. This result

may be explained by secondary energy pooling or by alkali nonuniformity, which is

discussed in the next paragraph. Second, the dependence of fluorescence on cesium

density from 7P and 7D was nearly the same. The 7P states can be populated

directly by energy pooling from 6P collisions; whereas, 7D cannot. The observation

that fluorescence from all of these states has roughly equivalent cesium dependence

indicates that significant mixing of the Rydberg states occurred. This is consistent

with rapid secondary pooling followed by cascading population between high energy

states. Third, fluorescence from Rydberg states was not significantly impacted by

application of a strong electric field, which was sufficient to cause current saturation,

as shown in Figure 5.6. This indicates that the Rydberg states are not populated by

electron / ion recombination, since current saturation indicates that recombination is

negligible compared to drift of the charged particles to the electrodes. Measurements

of Rydberg energy state fluorescence support evidence shown in ion chamber testing

that secondary energy pooling is an important mechanism in ionization of cesium

gas after laser excitation.
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5.3.4 Sensitivity to Cesium Nonuniformity

Saturation current of the ion chamber is highly sensitive to nonuniformity of the

cesium gas, which is likely the dominant cause of the discrepancy between measured

and simulated results. The sensitivity was demonstrated by test results; the range of

cell temperatures investigated was 25◦C (8% change in absolute temperature), which

showed an order-of-magnitude change in average cesium density and three orders-

of-magnitude change in saturation current. Ion chamber simulation assumed that

cesium density was uniform across the cell; however, nonuniformity could have been

caused by evaporation / condensation at window or electrode surfaces. (Cesium was

removed from the ion chamber windows before each test series using a heat gun, and

heater rope was wrapped around the window flanges; however, condensation to a

level not noticable to the human eye could have formed.) If there were small regions

that the beam passed through with slightly higher cesium density, it would cause a

significant increase to the total ionization.

The significant impact of nonuniformity on measured saturation current was

demonstrated in simulation, shown in Fig. 5.8. Two simulations were compared,

one with uniform cesium density and one with nonuniform cesium density. Both

simulation had 1.2 W of pump laser light incident on the ion chamber and 11%

transmission. The simulation with uniform cesium density resulted in a saturation

current of 99 nA, and the simulation with nonuniform density resulted in 648 nA

(6.5× increase).

The simulations shown in Fig. 5.8 correspond to the highest measurement made

with the ion chamber, and demonstrate that nonuniform alkali density could account

for the higher-than-predicted saturation current, while still maintaining the measured

11% pump transmission. The nonuniformity in cesium density was set to a maximum

of 11 × 1012 cm−3 at the cell windows, decaying over a distance of roughly 1 cm to

1 × 1012 cm−3. The density profile was chosen arbitrarily since the details of the
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Figure 5.8: Comparison of ion chamber simulations with uniform and nonuniform
cesium density. The nonuniform cesium density is modeled as increased density

near the windows. The simulations have 1.2 W incident pump laser power and 11%
transmission. The of the that have equal pump absorption, but 6.5× variation in

saturation current

possible nonuniformity are not well known.

5.3.5 Predicted Ionization Rate in a High Power DPAL

The main interest in DPAL technology involves efficient and excellent beam quality

operation at high power, many orders-of-magnitude above the 1.2 W Ti:sapph laser

used in this investigation. To provide information for this regime, the ion chamber

simulation was extrapolated. A simulation was executed at possible high power

conditions, which included cesium density of 1015 cm−3 and pump intensity of 57

kW/cm2. The results showed 85% pump absorption (over a 7.7 cm optical path

length) and < 2% conversion of absorbed pump photons to ionization events. This

demonstrates that the rate of ionization even in a high power DPAL is predicted
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to be low. However, an ion chamber is not the appropriate diagnostic for processes

that occur after ionization, since the system alters the plasma as it draws charged

particles to the electrodes. Because of this, processes such as super-elastic electron

collisions coupled to electron impact ionization, were not investigated or included in

simulation, and further analysis is recommended.

5.4 Chapter Summary

Results of simulataneous measurements with an ion chamber and a fluorescence spec-

trometer were compared against simulation predictions based on known ionization

processes. Agreement and discrepancies between the results were identified and an-

lyzed to quantify understanding of DPAL ionization mechanisms and suggest areas

requiring further investigation.

The simulated ionization processes were shown to accurately predict ionization

to within an order-of-magnitude in the following parameter ranges: pump powers

up to 1.2 W, peak intensities up to 100 W/cm2, and average cesium densities up

to 2.2 × 1012 cm−3. Both test results and prediction were in agreement that the

ionization rate is slow compared to pump absorption, with less than one ionization

event for every one million pump photons absorbed (<1 ppm) across the ranges

investigated.

However, while test and simulation agreed to within an order-of-magnitude, the

largest discrepancy in predicted saturation current was 6.5×, which is significant.

At the maximum pump laser power and cesium density, the measured saturation

current was 648 nA±2% and simulation predicted at 99 nA±45%.

Relative variation of ion chamber saturation current was measured as the follow-

ing two variables were changed: pump laser power and cesium gas density (controlled

by changing the ion chamber temperature). Experimental and simulation results
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were in agreement that the saturation current of the ion chamber has a roughly

quadratic dependence on pump power (Isat ∝ P 2
pump). Disagreement was shown

for the dependence on cesium density; the measured dependence was roughly cubic

(Measurement: Isat ∝ n3
Cs) and the predicted dependence was roughly quadratic

(Simulation: Isat ∝ n2
Cs). Measurements done in pure helium and in a 6:1 helium to

methane mixture showed similar behavior between the buffer gases.

Multiple potential causes of the discrepancies between measurement and simula-

tion were investigated (higher-than-expected saturation current and stronger depen-

dence on cesium density). The most likely cause of the difference was nonuniformity

of the cesium gas. The system was shown to have high sensitivity to small changes in

density, which may have been caused by condensation on windows or electrodes. Ad-

ditionally, a missing neutral-particle collisional processes, possibly secondary energy

pooling, may be missing from the ionization model.

Fluorescence measurements resulted in further evidence for a missing collisional

process that is significant to ionization. First, fluorescence from 7P and 7D states

was shown to have similar relative increase with increasing cesium density, despite

the 7D state being significantly higher in energy than the 7P state. This indicates

that a collisional process may be rapidly mixing the highly excited states. Sec-

ond, fluorescence from many Rydberg states was shown to be minimally impacted

by application of 300 V (greater than the saturation voltage). This indicates that

the Rydberg states are populated by a neutral particle process, not electron / ion

recombination, which has been previously suggested.

The simulation has been extrapolated to high power with cesium density of 1015

cm−3 and pump intensity of 57 kW/cm2. The results showed that ionization remains

slow with <2% of absorbed pump photons result in an ionization event. However,

processes that occur after ionization, such as super-elastic electron collisions coupled

to electron impact ionization, may be important at higher power. These processes

have not been examined or incorporated into simulation, and further investigation is
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recommended.
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Chapter 6

Summary and Outlook

6.1 Summary

An ion chamber diagnostic was shown to be an effective tool in measurement of the

laser induced ionization rate of a buffered cesium gas excited along the D2 transition

(852 nm), which is the typical setup of a cesium diode pump alkali laser (DPAL)

gain medium. This study was the first direct measurement of the ionization rate in

a DPAL gain medium, since saturation current measured by an ion chamber is equal

to the total charged particle generation in the gas between the electrodes. Both

experimentation and simulation were in agreement that the rate is slow compared to

pump absorption; measured and predicted ionization rate was less than one ionization

event for every one million pump photons absorbed (<1 ppm) at pump powers up

to 1.2 W, peak intensities up to 100 W/cm2, and average cesium densities up to

2.2× 1012 cm−3.

The ability of an ion chamber to accurately measure DPAL ionization rates,

which are mulitple orders-of-magnitude higher than typical operating conditions,

was evaluated with test and simulation. A finite-difference simulation of the Thom-
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son model with diffusion was developed to examine the details of operation at high

ionization rate and high plasma density. Measurements of saturation curves (I(V )

curves measured below and above saturation) were compared to simulations results.

The observed behavior was shown to be in agreement with theoretical predictions of

the model with variation in cesium density (significantly impacting ionization rate)

and location of focused laser spot. Measurements of time-dependent current with a

chopped excitation beam were shown to be in agreement with theoretical time con-

stants based on ion transit time. The simulation demonstrated that certain processes

only occur in a high plasma density ion chamber, such as space-charge limited ion

flow, Debye shielding, and ambipolar diffusion. However, none of these processes im-

pacted the ability of an ion chamber to accurately measure ionization rate, provided

the geometry and conditions of the experiment allow current saturation to occur at

a lower voltage than field-induced breakdown. The simulation can be used to design

an ion chamber experiment to minimize saturation voltage, which is generally ac-

complished by (a) minimizing the ionized volume and (b) generating plasma as close

to the ion collecting electrode as possible. Also, positive electrode bias was found

to be necessary at high ionization rate to collect any free electrons that escape the

region between the parallel plates.

Ionization occurs in a cesium gas when the equivalent energy of 2.7 pump photons

is condensed into a single valance electron. The mechanism for this to occur is

a multistep process involving many energy states and both collisional and photon

interactions. To quantify understanding of this mechanism, test results with ion

chamber and fluorescence diagnostics were compared against predictions of ionization

simulation based on known processes. Comparisons were made across the following

parameter ranges: pump powers from 0.1 - 1.2 W, intensities of 8 - 100 W/cm2,

cesium densities of 0.3 -2×1012 cm−3, pressures of 750 - 810 torr, temperatures of 45 -

70◦C, and either pure helium or a 6:1 mixture of helium and methane (14% methane).

Many competing processes were incorporated into ionization simulation, but the
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dominant pathway was three steps: (1) photon absorption to the 6P3/2 state (spin-

orbit mixed with the 6P1/2 state in the presence of methane), (2) collisional energy

pooling to the 7P , 6D, or 8S states, and finally (3) collisional Penning ionization.

This model was shown to accurately predict the low level of ionization to within

an order-of-magnitude; however, there were discrepancies between the measured and

simulated results.

At the maximum pump laser power, 1.2 W, and the maximum cesium density,

2.2×1012 cm−3 (70 ◦C), the measured saturation current was 648 nA±2% and simu-

lation predicted at 99 nA±45%. The results agree on the order-of-magnitude of the

effect, which is more than 6 orders below pump photon absorption. (Measurements

show 0.97 ionization event occurring for every one million pump photons absorbed,

and 0.15 events were predicted.) However, the maximum difference between mea-

sured and predicted ionization rate was 6.5×, which is significant.

The relationship between ion chamber saturation current and either pump laser

power or cesium gas density were measured and analyzed. Experimental and sim-

ulation results were in agreement that the saturation current of the ion chamber

has a roughly quadratic dependence on pump power (Isat ∝ P 2
pump) over the range

investigated. Measurements and simulation were in disagreement on the depen-

dence of saturation current on average cesium density; the measured dependence

was roughly cubic (Measurement: Isat ∝ n3
Cs) and the predicted dependence was

roughly quadratic (Simulation: Isat ∝ n2
Cs). Measurements done in pure helium and

in a 6:1 helium to methane mixture showed similar ionization rates, with a lower

ionization rate measured and expected in pure helium due to poor spin-orbit mixing

of the 6P states causing reduced capacity of excited cesium.

Multiple sources of discrepancy between measured and predicted saturation cur-

rent were analyzed (both the absolute difference, maximum 6×, and the relative de-

pendence on cesium density, n2
Cs vs. n3

Cs). The mostly likely cause was nonuniform

cesium density in the ion chamber. The ionization rate was shown to have signifi-
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cant sensitivity to cesium density, and even small variations (possibly near the ion

chamber windows or electrodes) could account for the discrepancies in ion chamber

results. However, the higher-than-expected dependence of saturation current on ce-

sium density could also be partially attributed to a missing neutral-particle collisional

processes, which we are referring to as ”secondary energy pooling”. An important

multistep ionization mechanism with this process would be: (1) photon absorption to

the 6P states, (2) initial energy pooling to the 7P , 6D, or 8S states, followed by re-

laxation to the 5D or 7S states (3) secondary energy pooling to high Rydberg states

near the ionization limit, and (4) collisional Penning ionization. Rates for secondary

energy pooling were estimated, and it was shown that it is not likely to fully account

for discrepancies between test and simulation; however, it is a fast process that may

have contributed to observations and further investigation is recommended.

Fluorescence measurements were made simultaneously with ion chamber mea-

surements, which showed further evidence for the importance of secondary energy

pooling. Fluorescence from 7P and 7D states was monitored from a small volume

near the entrance window of the ion chamber. The measured dependence on cesium

density was higher-than-expected, consistent with ion chamber measurements. Also

the dependence of 7P and 7D states was roughly equivalent, despite the 7D state

being significantly higher in energy than the 7P state. Both of these observations

are consistent with excitation to Rydberg states via secondary energy pooling, then

cascading of energy between highly excited states, including 7P and 7D, during

relaxation. Also, fluorescence measurements were minimally impacted by applica-

tion of 300 V on the electrodes, which was sufficient to cause current saturation of

the ion chamber. This indicates that Rydberg states are populated via a neutral

particle process, such as secondary energy pooling, rather than via electron / ion

recombination, as has been previously suggested.

Simulation results have been extrapolated to a potential high power DPAL condi-

tion with cesium density of 1015 cm−3 and pump laser intensity of 57 kW/cm2. The
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simulation resulted in <2% of absorbed pump photons causing an ionization event.

However, further investigation is recommended to ensure that a high power DPAL

does not operate in a plasma regime that did not occur in the current experiment

with a 1.2 W pump laser power. At sufficiently high plasma density, processes which

occur after ionization, such as super-elastic electron collisions coupled to electron

impact ionization, can become important. Continued testing at higher power can be

done to establish parameter bounds (such as maximum alkali density) to ensure that

DPAL is operated in conditions that minimize any harmful ionization effects.

Direct ionization rate measurement of a laser excited cesium gas with an ion

chamber has been demonstrated and analyzed for the first time. The ion cham-

ber diagnostic has been shown to be effective, despite operation at significantly

higher ionization rates than it is typically used. Measured ionization rates are in

order-of-magnitude agreement with predictions based on known collisional and pho-

ton processes. However, further investigation of DPAL ionization rates with an ion

chamber at higher power is recommended to examine the roles of cesium nonunifor-

mity, secondary energy pooling, and processes which occur after ionization, such as

super-elastic electron collisions coupled to electron impact ionization.

6.2 Outlook

Further testing of a DPAL with an ion chamber diagnostic at increased laser power

is recommended. Multiple lessons learned during current testing should be used to

guide future work:

1. The simulation of plasma transport to the electrodes described in this disser-

tation can be used to design high power tests. This will ensure that current

saturation is reached at a lower voltage than field-induced ionization. For ex-

ample, the beam diameter of the DPAL may need to be restricted so that
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the distance that ions need to travel to reach the low potential electrode is

minimized.

2. It is recommended to use a flowing DPAL system with alkali-free gas purges

over the windows to ensure that window condensation cannot occur, which

minimizes any alkali density nonuniformity. Any inhomogeneity that does oc-

cur can be measured by recording an image of fluorescence along the optical

path, since any high density spots will have more fluorescence than expected.

3. To ensure that no charged particles escape the electrodes, a positive bias voltage

should be applied and the height of the electrodes should be much larger than

the beam diameter. This is particularly important if the high power operation

includes significant radiation trapping that can extend the ionized volume.

4. The rate and impact of secondary energy pooling should be further investigated

during testing with simultaneous fluorescence and ion chamber measurements.

Appropriate filters should be used to remove pump and laser light while passing

all fluorescent lines of interest. The collecting optics should be calibrated to

measure the absolute population differences between states that are populated

by initial energy pooling (6D, 7P , and 8S), states that contribute to secondary

energy pooling (5D or 7S), and high Rydberg near-ionization states that result

from secondary energy pooling.

5. Although an ion chamber is not the appropriate diagnostic to measure the

rate of processes which occur after ionization, such as super-elastic electron

collisions coupled to electron impact ionization, it can be used to identify the

regimes where these processes are important. An ion chamber draws plasma

out of the DPAL beam path to the electrodes. So, if the plasma does not

have a significant role, then applying a voltage to the electrodes will not have

a significant effect on the DPAL power output. However, if plasma processes

are causing a degradation to the output power of the DPAL, then applying
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a voltage is predicted to increase the power output. It is recommended to

operate a high power DPAL in an ion chamber, then record changes to output

power with the application of a saturating electric field. This test can be done

while varying parameters, such as pump laser intensity and cesium density, to

establish regimes where plasma processes degrade DPAL power output.
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Appendix A

Electrical and Mechanical Build of

the Ion Chamber Diagnostic

A.1 System Layout

Images of the test system, including the pump laser, ion chamber, and fluorescence

monitor are shown in Figure A.1, which are supplemental to images shown in Section

3.1. The images show the entire beam path from the Coherent MBR 110 Ti:sapphire

laser source to the ion chamber. The beam exited the laser source slightly divergent

(nearly collimated). The polarized beam next propagated through a Faraday isolator

to prevent any back reflections. Next, a portion of the beam (≈10%) was split-

off and focused into a fiber coupled Yokogawa AQ6370 optical spectrum analyzer

(OSA), which was monitored during testing to ensure spectral stability. The beam

then reflected off two flat mirrors. The beam was next focused by a 100 cm lens that

focused the beam slightly in front of the ion chamber. The divergence of the beam

through the 7.7 cm path length of the ion chamber resulted in a beam area increase

of 5%, which can be seen in beam profile measurements shown in Figure A.2. The

beam was attenuated using a half-wave plate and polarizing beam splitter (PBS).
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This technique created negligible thermal lensing, which is demonstrated by the

beam profiles shown in Figure A.3 that do not show a change in beam diameter with

attenuation. The beam finally propagated to the ion chamber. The transmitted beam

through the ion chamber was either blocked by a beam dump or it was absorbed by

a power meter. Additionally, the beam power just before it reached the ion chamber

was measured before each test. Or, a flat mirror was used at 45◦, 10 cm before the

ion chamber, and the beam was directed either to a Thorlabs BP209 laser beam

profiler or a knife edge to measure the diameter at an equivalent plane to the center

of the ion chamber.

Fluorescence was monitored during simultaeous ion chamber operation. This was

done with an Acton SpectraPro 2750 from Princeton / Roper, which is a 750 mm

Czerny-Turner monochomator with a 1200 grooves/mm grating blazed at 500 nm.

The device used a liquid nitrogen cooled Spec-10 visible and near-infrared (NIR)

charge coupled device (CCD) detector. A green filter was sometimes used to remove

fluorescence above 500 nm. Fluorescence was monitored from a small volume near

the front window of the ion chamber, which was ensured by slightly adjusting the

lens position to maximize signal. It was collected by a 2.5 cm diameter, 5.0 cm focal

length lens. The lens imaged the volume onto a fiber collector by being placed 10 cm

from each, held in position at the end of a beam tube from the fiber.

Electrical measurements were supplied, controlled, and monitored by a Keithley

2410 power supply with internal ammeter. A LabView program was developed to au-

tomate data collection, as described in Section 3.1. Two resistors, 1.54 and 1.48 MΩ,

were inserted between the power supply and electrodes to prevent short circuiting if

electrical arcing occurred.
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Figure A.1: Images of test system; A = Optical isolator, B = Fiber coupling for
optical spectrum analyzer (OSA), C = Lens with 100 cm focal length, D =

Half-wave plate and polarizing beam splitter (PBS) for beam attenuation, E =
1.54 MΩ resistor, F = 1.48 MΩ resistor, G = Fiber coupling for fluorescence

spectrometer with beam tube and a 5 cm focal length lens, H = Ion chamber, I =
Thermal insulation on ion chamber, J = Power supply, and K = Ti:sapphire laser

A.2 Capacitance Measurement of Ion Chamber

Power Feedthroughs

Circuit analysis of the ion chamber system was discussed in detail in Section 3.1. It

was shown that the temporal current response of the system to a rapid change in

voltage can be explained by: (1) a fast transient (<1 ms) created by the capacitance

of the electrodes and the power feedthroughs and (2) a slower transient (≈20 ms)
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Figure A.2: Beam profile measurements showing slight divergence through the cell;
[Left] Profile at the front of the ion chamber; [Right] Profile at the back of the ion

chamber after 7.7 cm of propagation

Figure A.3: Beam profile measurements showing beam attenuation with the PBS
and half-wave plate; [Left] Profile at 0.91 W (no attenuation); [Center] Profile at

0.50 W, [Right] Profile at 0.30 W

created by capacitance associated with current leakage from the electrodes to the

grounded chamber walls. The capacitance of the electrodes was estimated to be

1 pF based on the 1 cm electrode spacing and minimal dielectric behavior of the

gases. The power feedthroughs allowed the electrodes to enter the ion chamber while

maintaining a vacuum seal and electrical isolation from the grounded chamber walls.

This was done by having an alumina ceramic break between the electrodes and walls,
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which electrically behaves as a capacitor. Measurement of the capacitance of each

power feedtrhough is described in this section.

The measurements were performed by connecting an oscilloscope around each ca-

pacitor (with some additional known resistors), and measuring the temporal response

of the system to a 1 V step-function change in voltage using an oscilloscope. However,

the measurement was made more difficult because the capacitance of the oscilloscope

was larger than the capacitance of the power feedthroughs. The background circuit,

including the internal resistance and capacitance of the oscilloscope, is shown in

Figure A.4. The oscilloscope was in series with a known resistor, 1.54 MΩ, and it

was in parallel with another known resistor, 1.48 MΩ. The simplified, equivalent

circuit is also shown in Figure A.4, which adds the two parallel resistors together as

a single effective resistor of 2.1 MΩ. The theoretical current response of the system

is provided by Equation A.1 for an RC circuit in parallel. The equation shows the

temporal evolution of the current, i(t), across resistor, R2, which is the current that

would be measured with the oscilloscope. In the equation, V , is the step function

applied voltage at time t = 0. The best fit of the measured current response using

Equation A.1 is shown in Figure A.4, which was used to measure the internal capac-

itance of the oscilloscope with uncertainty due to the RMS difference between the

measured and the theoretical data. By using this method, the internal capacitance of

the oscilloscope was measured to be 186±7 pF. The measured capacitance was larger

than the capacitance specified by the manufacturer, which is likely due to additional

capacitance of wires and connectors.

i(t) =
V

αR2

(
1− exp

[
−αt
R1C

])
where α =

R1

R2

+ 1 (A.1)

The capacitance of the power feedthroughs was measured with a similar tech-

nique. The background circuit shown in Figure A.4 was connected to a power

feedthough in parallel with the oscilloscope. By connecting the power feedthrough
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Figure A.4: [Left] Measured background current response to a step-function applied
voltage on the oscilloscope; [Right] Circuit diagrams of the background test system,

including the internal voltage and capacitance of the oscilloscope, as well as the
simplified equivalent circuit which shows a single resistor, R2 =2.1 MΩ, as the sum

of the two parallel resistors

and the oscilloscope in parallel, the two capacitors act as a single circuit element

with total capacitance equal to the sum of the individual components. So, the cir-

cuit with the added power feedthrough capacitor still reduces to the equivalent circuit

shown in Figure A.4 and the theoretic current response is still provided by Equation

A.1. The measured current response of the system with each power feedthrough is

shown in FigureA.5. The change in the time constant of the response is due to the

added capacitance of the power feedthrough. The measured capacitance of the power

feedthrough on the biased electrode was 41±17 pF, and the power feedthrough on

the grounded electrode was 41±16 pF.
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Figure A.5: Measured current response with the capacitor under test added in
parallel to the oscilloscope, as shown in Figure A.4. [Left] Measurement of
capacitance of the power feedthrough on the grounded electrode. [Right]

Measurement of capacitance of the power feedthrough on the biased electrode.
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Appendix B

Computational Simulation of the

Full Thomson Model

One-dimensional, steady-state solutions of the full Thomson model, Eqs. (3.2 - 3.5),

with diffusion have been found by discretizing the axis between the electrodes, then

applying an iterative finite-difference technique. The model requires the following

inputs: applied voltage, Va, and spatially varying ionization rate, Q(x), and generates

the following outputs: ion densty, ni(x), electron density, ne(x), and electric field,

E(x). The simulations all used a 1 cm electrode separation, which was meshed with a

one-dimensional uniform grid. It was found that 3001 grid points provided sufficient

resolution; this corresponds to a grid separation of 3.33 µm, which was smaller than

a Debye length at the highest plasma densities simulated. The numerical technique

involved the following steps. (1) Initialize: Initialize solutions with the following

constant values: E = Va/d and ni = ne = 0, where d is the electrode spacing.

(2) Begin iteration with finite-difference solve: Using the current values of

the solutions, E(i)(x), n
(i)
i (x), and n

(i)
e (x), where superscript (i) indicates the ith

iteration, and using the central-difference approximations shown in Eq. (B.1) (where

superscript j denotes the jth point in the grid)
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dn

dx
≈ nj+1 − nj−1

2∆x
d2n

dx2
≈ (nj+1 − nj)− (nj − nj−1)

∆x2

(B.1)

solve the tri-diagonal system of equations

[
µi

2∆x
Ej +

Di

∆x2

]
nj−1
i +

[
CRn

j
e − µi

(
dE

dx

)j
− 2Di

∆x2

]
nji+[

−µi
2∆x

Ej +
Di

∆x2

]
nj+1
i = −Qj

[
−µe
2∆x

Ej +
De

∆x2

]
nj−1
e +

[
CRn

j
i + µe

(
dE

dx

)j
− 2De

∆x2

]
nje+[

µe
2∆x

Ej +
De

∆x2

]
nj+1
e = −Qj

(B.2)

with boundary conditions

ni(0) = 0 ∴ n1
i = 0

d2ni
dx2

(d) = 0 ∴ nNi = 2nN−1
i − nN−2

i

d2ne
dx2

(0) = 0 ∴ n1
e = 2n2

e − n3
e

ne(d) = 0 ∴ nNe = 0

(B.3)

Use the Thomas algorithm [74] to invert the matrix and solve the system of equations,

since this is a computationally efficient method for tri-diagonal matrices. The results

of this step are density fields, n′i(x) and n′e(x). Note that the application of the

boundary conditions reduces the size of the tri-diagonal matrix from N × N to

N − 2×N − 2. (3) Relax density field solutions: Apply Eq. (B.4) to generate

updated density fields for the next iteration, n
(i+1)
i (x) and n

(i+1)
e (x).
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n(i+1)(x) = (1− α)n(i)(x) + αn′(x) (B.4)

Relaxation restricts the allowable amount of change per iteration, which maintains

stability of the numerical method. Allow the value of the relaxation parameter, α,

to change on each iteration. It was found that if the following two conditions were

met, the simulation remained stable: (a) α < 2 × 10−5 and (b) ∆nmax < 106 cm−3,

where ∆nmax is the maximum change in density at any point on the computational

mesh. Due to the strong relaxation, it was found that the technique often required

approximately 400,000 iterations to converge. Possible acceleration techniques that

may decrease computational time are Ng and Anderson acceleration [75] [76] [77]. (4)

Calculate updated E-field: Calculate the updated electric field by numerically

integrating the updated density fields according to the following equation.

Ē(x) =
e

ε0

∫ x

0

[ni(x
′)− ne(x′)]dx′

E0 =
Vapplied
d

− 1

d

∫ d

0

Ē(x)dx

E(x) = Ē(x) + E0

(B.5)

(5) Check for convergence and repeat steps 2-5 if necessary: Calculate cur-

rent density across the numerical mesh, J(x), according to Eq. (B.6). From the

first two equations of the Thomson model, Eqs. (3.2 and 3.3), it can be shown

that at steady-state, current density between the electrodes is constant. Calculate

the average and root-mean-square (RMS) variation of the current density along the

computational mesh. If the variation is less than 0.5%, then the simulation is con-

sidered converged and complete, and if not, then repeat steps 2-5.

J(x) = µiE(x)ni(x) + µeE(x)ne(x)−Di
dni
dx

(x) +De
dne
dx

(x) (B.6)
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Important parameters in the ion chamber simulation are mobilities, diffusion con-

stants, and electron / ion recombination rate. The relationship between mobility and

diffusion coefficients is shown by the Einstein relation, eD = µkT . The variation of

mobility with temperature and pressure or the variation of mobility between different

particles can be estimated with the relation shown in Eq. (B.7) [78], where s is the

sum of the radii of the two collision partners, P is pressure, and mi is the mass of

collision partner i.

µ ∝
√
T

s2P

√
1

m1

+
1

m2

(B.7)

Diffusion and mobility of a gas mixture is defined by Blanc’s law, shown in Eq. (B.8)

[79], where Dmix is the diffusion constant of the gas mixture, Di is the diffusion

constant of the ith constituent, and fi is the mole fraction of the ith constituent.

1

Dmix

=
∑
i

fi
Di

(B.8)

The mobility of cesium ions in helium gas has been measured to be 15.5±1cm2/Vs

at 1 atm and 273 K [80] and 18.5 ± 0.5 cm2/Vs at 1 atm and 450 - 550 K [81].

These measurements are in agreement due to the temperature scaling µ ∝
√
T from

Eq. (B.7). No measurement of cesium mobility in methane has been made, so the

mobility constant has been estimated based on the scaling in Eq. (B.7). A cesium

ion has a mass of 132.9 AMU and a radius of 1.7 Å [65], a helium atom has a mass

of 4.0026 AMU and a radius of 0.31 Å [82], and a methane molecule has a mass

of 16.043 AMU and a radius of 2.0 Å [83]. Based on these sizes and at 1 atm and

273 K, the mobility of a cesium ion in methane is approximately 2.4 cm2/Vs and the

mobility of a cesium ion in a 6:1 mixture of helium and methane is approximately

8.7 cm2/Vs. Free electron mobility is multiple orders-of-magnitude higher than ion
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mobility [84]. Electron mobility has been simulated with the value 1000 cm2/Vs.

Neither helium nor methane generate negative ions at the energy levels present in

the laser induced cesium plasma, in which electrons are freed with energy <1 eV.

[85] [86]

Electron / ion recombination requires a third body to remove excess energy, as

was previously discussed in Sec. 4.8. The rate of cesium recombination when helium

is the third body has been measured to be 4 × 10−29 cm6/s at 625 K [87]. The

rate is expected to be faster when methane is the third body due to the larger size

and available vibrational modes; however, the rate has not been measured. The

recombination rate of ionized methane has been used in the simulation, which has

been calculated to be near 106 cm3/s at 1 atm and 300 K, equivalent to 4×10−26cm6/s

[88]. The recombination rate when a free electron is the third body has been measured

to be 3× 10−9 cm6s−1K4.5 [89], which has not been included in the simulation since

it is slower than the heavy particle recombination rate at the temperatures and

plasma densities in the experiment. The expected temperature dependence of heavy

particle mediated recombination is T−2.5 [90]. Based on these published rates, the

recombination rate used in simulation was 1.0 × 10−7 cm3/s, which was calculated

for a 676 torr helium and 113 torr methane mixture at 338 K. For plasma densities

of 1011 cm−3, the recombination time is roughly 100 µs. Note that the third body

in the recombination process can be a photon; however, radiative recombination is

significantly slower than collisional.
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Appendix C

Model of Laser Excited Cesium

Gas Ionization

C.1 Cesium 6P3/2 Absorption Cross-Section

Simulation of the pressure-dependent cesium 6P1/2 absorption cross-section included

hyperfine energy level splitting due to electron / nucleus angular momentum cou-

pling, including the well known splitting of the ground state that is now used in the

definition of the second. (The frequency splitting is exactly 9,192,631,770 Hz.) Equa-

tions defining hyperfine splitting (Set C.1) were defined by Steck [52] and equations

for the combined absorption spectrum from each hyperfine component (Set C.2) were

defined by Pitz & Perram [91]. Splitting due to the magnetic octupole or any higher

terms have been ignored since they are negligible at the pressure regimes examined.

Hyperfine splitting corresponds to total angular momentum F , which is the vector

sum of total electron angular momentum J and total nuclear angular momentum I.

The cesium ground state, 6S1/2 is split into two states, corresponding to J = 1/2,

I = 7/2, and F” = 3 or 4. The pump state, 6P3/2 is split into four states, corre-

sponding to J = 1/2 or 3/2, I = 7/2, and F ′ = 2, 3, 4, or 5. In Eqs. (C.1), ∆Ehfs is
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the energy splitting between total angular momentum F components, and all other

parameters are defined in Table C.1, and the electric quadrupole term only applies to

the J = 1.5 (6P3/2) splitting. Summing the components of the hyperfine spectrum is

done with Eqs. (C.2), which is summed over transition from the two lower states F”

= 3 or 4 to the four upper states F ′ = 2, 3, 4, or 5. This requires knowledge of the rel-

ative hyperfine transition strength factors, SF ′F”, as well as the thermal distribution

between the ground state splitting, fF”, defined in Table C.1, where E(F”) is the

relative energy above the lowest F” state. In the equation set, σ(ν) is the frequency

resolved absorption cross section, gJ = 2J + 1 is the degeneracy of the fine structure

component, λ is wavelength ( c
ν
), A21 is the spontaneous emission rate, νF←′F” is

the line center of the F ←′ F” transition (varied by pressure shifting according to

the rates listed in Table C.1), and gν(ν, νF ′←F”) is the normalized lineshape of the

transition component. The lineshape was approximated to be a Lorentzian with a

width defined by the pressure of the buffer gas and broadening cross-sections shown

in Table C.1; a Lorentzian lineshape is appropriate for the pressure regimes included

in this study. Scaling pressure broadening and shifting rates from temperature, T1,

to temperature, T2, is done by multiplying the rate at T1 by
√
T1/T2.

∆Ehfs =
1

2
AhfsK +Bhfs

3
2
K(K + 1)− 2I(I + 1)J(J + 1)

4I(2I − 1)J(2J − 1)

K = F (F + 1)− I(I + 1)− J(J + 1)

(C.1)

σ(ν) =
∑
F”

∑
F ′

(
gJ ′

gJ”

)(
λ2

8π

)
A21SF ′F”gν(ν, νF ′←F”)fF”

fF” =
(2F” + 1) exp[−E(F”)/kT ]∑
F” (2F” + 1) exp [−E(F”)/kT ]

(C.2)

Spectral pump absorption in propagation from mesh point zmj to subsequent

point zmj+1 was calculated using Equation C.3, which is the Beer-Lambert law
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applied to each spectral line separately assuming that the spectral absorption cross-

section, σ(ν), is constant across the mesh cell between the points. In the equation,

Iν(ν, z) is the spectral pump intensity at plane z (units = cm2/Hz) and ∆z is the

distance from zmj to zmj+1. The factor of 1
2

is due to the degeneracy of states n0

and n2. The reduction in the integated pump spectrum indicates that energy has

been deposited in the gas volume contained in the cell between mesh points zmj and

zmj+1. The excitation rate of state n2 due to pump absorption was calculated with

Equation C.4, where Wpump(zi) is the pump excitation density of the cell between

mesh points zmj and zmj+1 (units = cm−3s−1). At the pump intensities investigated

in this report, photoionzation is less than one part-per-million (ppm) compared to

pump absorption from the ground state, so absorption due to photoionization has

not been included in the simulation.

Iν(ν, zmj+1) = Iν(ν, zmj) exp

[(
n0 −

1

2
n2

)
σ(ν)∆z

]
(C.3)

Wpump(zi) =
1

∆z

(∫ ∞
0

Iν(ν, zmi)

hν
dν −

∫ ∞
0

Iν(ν, zmi+1)

hν
dν)

)
(C.4)

C.2 Cesium Ionization Model Kinetic Parameters
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Table C.1: Cesium 6P3/2 absorption cross section parameters.

Parameter Symbol Value Reference
Magnetic Dipole

A6S1/2

h· 2.2981579425
[52]

Constant, 6S1/2 GHz (exact)
Magnetic Dipole

A6P3/2

h· 50.28827(23)
[52]

Constant, 6P3/2 MHz
Electric Quadrupole

B6P3/2

h· -0.4934(17)
[52]

Constant, 6P3/2 MHz
Einstein A

A21
32.8 MHz

[92] [52] [93] [72]
Coefficient, 6P3/2 [1/(30.499± 0.070) ns]

Strength Factor, 4← 5 S45 11/18 [52]
Strength Factor, 4← 4 S44 7/24 [52]
Strength Factor, 4← 3 S43 7/72 [52]
Strength Factor, 4← 2 S42 0 [52]
Strength Factor, 3← 5 S35 0 [52]
Strength Factor, 3← 4 S34 15/56 [52]
Strength Factor, 3← 3 S33 3/8 [52]
Strength Factor, 3← 2 S32 5/14 [52]
Pressure Broadening

γHe
20.59± 0.06

[53]
Rate (Helium) MHz/torr at 313 K

Pressure Broadening
γCH4

25.84± 0.0
[53]

Rate (Methane) MHz/torr at 313 K
Pressure Shifting

δHe
0.69± 0.01

[53]
Rate (Helium) MHz/torr at 313 K

Pressure Shifting
δCH4

−8.86± 0.02
[53]

Rate (Methane) MHz/torr at 313 K
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Table C.2: Cesium fluorescence parameters.

Symbol Initial Final Rate Lifetime Branching Reference
State State [MHz] [ns] Ratio

τ10 6P1/2 6S1/2 28.6 34.9 1.0 [92] [52] [93] [72]
Total Radiative Lifetime [ns] 34.9

τ20 6P3/2 6S1/2 32.8 30.5 1.0 [92] [52] [93] [72]
Total Radiative Lifetime [ns] 30.5

τ31 5D3/2 6P1/2 0.913 1100 0.90 [94] [93] [72]
τ32 5D3/2 6P3/2 0.107 9350 0.10 [94] [93] [72]

Total Radiative Lifetime [ns] 980

τ42 5D5/2 6P3/2 0.781 1280 1.0 [95] [93] [72]
Total Radiative Lifetime [ns] 1280

τ51 7S1/2 6P1/2 6.23 161 0.35 [96] [93]
τ52 7S1/2 6P3/2 11.4 87.7 0.65 [96] [93]

Total Radiative Lifetime [ns] 56.7

τ60 7P1/2 6S1/2 0.793 1260 0.13 [97] [93] [72]
τ63 7P1/2 5D3/2 1.59 629 0.27 [96] [93]
τ65 7P1/2 7S1/2 3.52 284 0.60 [96] [93]

Total Radiative Lifetime [ns] 169

τ70 7P3/2 6S1/2 1.84 544 0.26 [97] [93] [72]
τ73 7P3/2 5D3/2 0.13 7700 0.02 [96] [93]
τ74 7P3/2 5D5/2 1.10 910 0.15 [96] [93]
τ75 7P3/2 7S1/2 4.05 247 0.57 [96] [93]

Total Radiative Lifetime [ns] 140

τ81 6D3/2 6P1/2 12.7 78.7 0.82 [96]
τ82 6D3/2 6P3/2 2.66 376 0.17 [96]
τ86 6D3/2 7P1/2 0.090 11000 0.01 [96]
τ87 6D3/2 7P3/2 0.0086 120000 0.00 [96]

Total Radiative Lifetime [ns] 64.7

τ92 6D5/2 6P3/2 15.2 65.8 1.00 [96]
τ97 6D5/2 7P3/2 0.063 15870 0.00 [96]

Total Radiative Lifetime [ns] 65.5

τ10,1 8S1/2 6P1/2 2.04 490 0.21 [96]
τ10,2 8S1/2 6P3/2 3.60 278 0.37 [96]
τ10,6 8S1/2 7P1/2 1.38 725 0.14 [96]
τ10,7 8S1/2 7P3/2 2.62 382 0.27 [96]

Total Radiative Lifetime [ns] 104
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Table C.3: Cesium energy state kinetics parameters. Units on cross-sections and

uncertainty are ×10−16 cm2.

Process Sym.
Cross

Unc. Temp. Refs.
Sec.

Spin-Orbit Mixing (Methane)
σso,1←2 21.36 0.01 298 K [4] [98]

6P3/2 + CH4 → 6P1/2 + CH4

Quenching (Methane)
σq,0←1 0.019

Upper
313 K [5]

6P1/2 + CH4 → 6S1/2 + CH4 Bound

Quenching (Methane)
σq,0←2 0.019

Upper
313 K [5]

6P3/2 + CH4 → 6S1/2 + CH4 Bound

Energy Pooling
σep,06←11 130 30

337-
[99] [100]

2 6P1/2 → 6S1/2 + 6D3/2 365 K

Energy Pooling
σep,07←11 80 40

337-
[99]

2 6P1/2 → 6S1/2 + 6D5/2 365 K

Energy Pooling
σep,08←11 38 18

337-
[99]

2 6P1/2 → 6S1/2 + 7P1/2 365 K

Energy Pooling
σep,09←11 13 4

337-
[99]

2 6P1/2 → 6S1/2 + 7P3/2 365 K

Energy Pooling
σep,0,10←11 0.33 0.17

337-
[99]

2 6P1/2 → 6S1/2 + 8S1/2 365 K

Energy Pooling
σep,06←12 49 Est.

350-
[55] [101]

6P1/2 + 6P3/2 → 6S1/2 + 6D3/2 597 K

Energy Pooling
σep,07←12 58 Est.

350-
[55] [101]

6P1/2 + 6P3/2 → 6S1/2 + 6D5/2 597 K

Energy Pooling
σep,08←12 2.4 Est.

350-
[55]

6P1/2 + 6P3/2 → 6S1/2 + 7P1/2 597 K

Energy Pooling
σep,09←12 4.7 Est.

350-
[55]

6P1/2 + 6P3/2 → 6S1/2 + 7P3/2 597 K
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Energy Pooling
σep,0,10←12 4.6 Est.

350-
[55]

6P1/2 + 6P3/2 → 6S1/2 + 8S1/2 597 K

Energy Pooling
σep,06←22 27 9

337-
[99] [100]

2 6P3/2 → 6S1/2 + 6D3/2 365 K

Energy Pooling
σep,07←22 56 28

337-
[99]

2 6P3/2 → 6S1/2 + 6D5/2 365 K

Energy Pooling
σep,08←22 1.8 0.8

337-
[99]

2 6P3/2 → 6S1/2 + 7P1/2 365 K

Energy Pooling
σep,09←22 1.8 0.9

337-
[99]

2 6P3/2 → 6S1/2 + 7P3/2 365 K

Energy Pooling
σep,0,10←22 5.2 2.2

337-
[99]

2 6P3/2 → 6S1/2 + 8S1/2 365 K

Penning Ionization
σpen 12900 Est. 470 K [56]

Cs∗∗ + 6P → 6S1/2 + Cs+ + e−

Photoionization
σphoto 0.2 Est. N/A

[23] [55]

Cs∗∗ + hν → Cs+ + e− [58] [57]

C.3 Cesium Ionization Model Kinetic Equations

dn1

dt
=−

(
1

τ10

+ σq,0←1vr,CH4nCH4 + σso,2←1vr,CH4nCH4

)
n1 − 2σep,11vrn

2
1−

− σep,12vrn1n2 + σso,1←2vr,CH4nCH4n2 +
n3

τ31

+
n5

τ51

+
n8

τ81

+
n10

τ10,1

−

− σpen(n6 + n7 + n8 + n9 + n10)n1

(C.5)
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dn2

dt
=Wpump + σso,2←1vr,CH4nCH4n1 − σep,21vrn1n2−

−
(

1

τ20

+ σq,0←2vr,CH4nCH4 + σso,1←2vr,CH4nCH4

)
n2 − 2σep,22vrn

2
2+

+
n3

τ32

+
n4

τ42

+
n5

τ52

+
n8

τ82

+
n9

τ92

+
n10

τ10,2

−

− σpen(n6 + n7 + n8 + n9 + n10)n2

(C.6)

dn3

dt
=−

(
1

τ31

+
1

τ32

)
n3 +

n6

τ63

+
n7

τ73

(C.7)

dn4

dt
=− n4

τ42

+
n7

τ74

(C.8)

dn5

dt
=−

(
1

τ51

+
1

τ52

)
n5 +

n6

τ65

+
n7

τ75

(C.9)

dn6

dt
=σep,06←11vrn

2
1 + σep,06←12vrn1n2 + σep,06←22vrn

2
2−

−
(

1

τ60

+
1

τ63

+
1

τ65

)
n6 +

n8

τ86

+
n10

τ10,6

−

− σpenvr(n1 + n2)n6 − σphoto
Ipump
hν

n6

(C.10)

dn7

dt
=σep,07←11vrn

2
1 + σep,07←12vrn1n2 + σep,07←22vrn

2
2−

−
(

1

τ70

+
1

τ73

+
1

τ74

+
1

τ75

)
n7 +

n8

τ87

+
n9

τ97

+
n10

τ10,7

−

− σpenvr(n1 + n2)n7 − σphoto
Ipump
hν

n7

(C.11)
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dn8

dt
=σep,08←11vrn

2
1 + σep,08←12vrn1n2 + σep,08←22vrn

2
2−

−
(

1

τ81

+
1

τ82

+
1

τ86

+
1

τ87

)
n8 − σpenvr(n1 + n2)n8−

− σphoto
Ipump
hν

n8

(C.12)

dn9

dt
=σep,09←11vrn

2
1 + σep,09←12vrn1n2 + σep,09←22vrn

2
2−

−
(

1

τ82

+
1

τ87

)
n9 − σpenvr(n1 + n2)n9 − σphoto

Ipump
hν

n9

(C.13)

dn10

dt
=σep,0,10←11vrn

2
1 + σep,0,10←12vrn1n2 + σep,0,10←22vrn

2
2−

−
(

1

τ10,1

+
1

τ10,2

+
1

τ10,6

+
1

τ10,7

)
n10 − σpenvr(n1 + n2)n10−

− σphoto
Ipump
hν

n10

(C.14)

n0 =ntotal −
10∑
i=1

ni (C.15)
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Appendix D

Full Set of Ion Chamber

Measurements

During each test series, the conditions tabulated in Section D.1 for the cesium cell

and Ti:Sapph pump beam were measured. Uncertainty in the conditions has been

quantified, which has been incorporated into simulation and uncertainty in predic-

tions of ionization rate. Each test series has been labeled alphabetically A-L. Test

series A and B were recorded in September 2017, and involved pure helium buffer gas.

Test series C-H were recorded in January 2018, and involved a 6:1 mixure of helium

to methane buffer gas. Test series I-L were recorded in May 2018, and involved a

6:1 mixure of helium to methane buffer gas, as well as simultaneous fluorescence and

ion chamber measurements. Each test series was recorded in roughly an hour, and

involved maintaining constant thermal conditions. The temperature was controlled

by maintaining the temperature at two thermocouples. The first thermocouple was

located on the base of the cesium cell, and the second was located on a side tube

that surrounded a power feed-through for an electrode. The second thermocouple

was maintained at ten degrees above the first electrode to help prevent condensation

of cesium on the cell windows. The cesium density and corresponding temperature
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inside the cell were measured through analysis of pump beam absorption. Compar-

isons of measurements and predictions of pump absorption are shown in Section D.2.

The nominal values of cesium density and temperature inside the cell correspond to

the average of Monte Carlo uncertainty quantification, and the minimum and maxi-

mum values correspond to one standard deviation (1σ). The inside cell temperature

correspond to cesium density through the relationship defined by Steck [52]. The

temperature inside the cell was typically a few degrees hotter than either thermo-

couple. The tabulated center wavelength measurements and uncertainty account for

the 0.05 ± 0.01 nm off-set measured in the optical spectrum analyzer. Multiple mea-

surements of the pump beam intensity profile were taken with either a beam profiler

or with a knife-edge measurement, recorded at multiple times throughout each test

day. The beam diameter reported corresponds to the 1/e point of the Gaussian fit.

The measurements were fit in the horizontal and vertical axes separately, and the

reported diameter is the geometric mean of the two measurements. The beam profile

measurements are shown in Sec. D.3. Sections D.4 and D.5 summarize results of all

electrode measurements. Additionally, measurements of fluorescent power in multi-

ple spectral lines is shown in Sec. D.6, which were recorded simultaneously with ion

chamber test series I-L.

D.1 Parameters during Ion Chamber Testing

Table D.1: Measured test parameters including uncertainty from test series A, buffer
gas = helium only, thermocouple 1 = 40 ◦C, thermocouple 2 = 50 ◦C.

Parameter Nominal Minimum Maximum
Beam Diameter (1/e) [cm] 0.160 0.150 0.169
Center Wavelength [nm] 852.334 852.322 852.346

Pump Spectrum FWHM [nm] 0.040 0.036 0.044
Alkali Density [cm−3] 0.74 × 1012 0.68 × 1012 0.80 × 1012

Temperature Inside Cell [◦C] 55.7 54.7 56.7
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Table D.2: Measured test parameters including uncertainty from test series B, buffer
gas = helium only, thermocouple 1 = 50 ◦C, thermocouple 2 = 60 ◦C.

Parameter Nominal Minimum Maximum
Beam Diameter (1/e) [cm] 0.160 0.150 0.169
Center Wavelength [nm] 852.339 852.325 852.353

Pump Spectrum FWHM [nm] 0.034 0.032 0.036
Alkali Density [cm−3] 1.4 × 1012 1.3 × 1012 1.5 × 1012

Temperature Inside Cell [◦C] 64.0 63.1 64.9

Table D.3: Measured test parameters including uncertainty from test series C, buffer
gas = 6:1 mixture He:CH4, thermocouple 1 = 35 ◦C, thermocouple 2 = 45 ◦C.

Parameter Nominal Minimum Maximum
Beam Diameter (1/e) [cm] 0.121 0.100 0.140
Center Wavelength [nm] 852.325 852.312 852.338

Pump Spectrum FWHM [nm] 0.036 0.034 0.038
Alkali Density [cm−3] 0.32 × 1012 0.27 × 1012 0.36 × 1012

Temperature Inside Cell [◦C] 45.1 43.5 46.7

Table D.4: Measured test parameters including uncertainty from test series D, buffer
gas = 6:1 mixture He:CH4, thermocouple 1 = 40 ◦C, thermocouple 2 = 50 ◦C.

Parameter Nominal Minimum Maximum
Beam Diameter (1/e) [cm] 0.121 0.100 0.140
Center Wavelength [nm] 852.324 852.311 852.336

Pump Spectrum FWHM [nm] 0.037 0.035 0.038
Alkali Density [cm−3] 0.47 × 1012 0.41 × 1012 0.54 × 1012

Temperature Inside Cell [◦C] 50.1 48.4 51.7

Table D.5: Measured test parameters including uncertainty from test series E, buffer
gas = 6:1 mixture He:CH4, thermocouple 1 = 45 ◦C, thermocouple 2 = 55 ◦C.

Parameter Nominal Minimum Maximum
Beam Diameter (1/e) [cm] 0.121 0.100 0.140
Center Wavelength [nm] 852.325 852.312 852.338

Pump Spectrum FWHM [nm] 0.037 0.035 0.039
Alkali Density [cm−3] 0.78 × 1012 0.67 × 1012 0.88 × 1012

Temperature Inside Cell [◦C] 56.3 54.6 58.0
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Table D.6: Measured test parameters including uncertainty from test series F, buffer
gas = 6:1 mixture He:CH4, thermocouple 1 = 50 ◦C, thermocouple 2 = 60 ◦C.

Parameter Nominal Minimum Maximum
Beam Diameter (1/e) [cm] 0.121 0.100 0.140
Center Wavelength [nm] 852.327 852.312 852.342

Pump Spectrum FWHM [nm] 0.045 0.041 0.048
Alkali Density [cm−3] 1.0 × 1012 0.91 × 1012 1.2 × 1012

Temperature Inside Cell [◦C] 60.0 58.4 61.6

Table D.7: Measured test parameters including uncertainty from test series G, buffer
gas = 6:1 mixture He:CH4, thermocouple 1 = 55 ◦C, thermocouple 2 = 65 ◦C.

Parameter Nominal Minimum Maximum
Beam Diameter (1/e) [cm] 0.121 0.100 0.140
Center Wavelength [nm] 852.329 852.316 852.342

Pump Spectrum FWHM [nm] 0.048 0.046 0.049
Alkali Density [cm−3] 1.5 × 1012 1.3 × 1012 1.7 × 1012

Temperature Inside Cell [◦C] 64.9 63.3 66.4

Table D.8: Measured test parameters including uncertainty from test series H, buffer
gas = 6:1 mixture He:CH4, thermocouple 1 = 60 ◦C, thermocouple 2 = 70 ◦C.

Parameter Nominal Minimum Maximum
Beam Diameter (1/e) [cm] 0.121 0.100 0.140
Center Wavelength [nm] 852.325 852.313 852.337

Pump Spectrum FWHM [nm] 0.035 0.033 0.036
Alkali Density [cm−3] 2.2 × 1012 1.9 × 1012 2.6 × 1012

Temperature Inside Cell [◦C] 70.2 68.0 74.4

Table D.9: Measured test parameters including uncertainty from test series I, buffer
gas = 6:1 mixture He:CH4, thermocouple 1 = 50 ◦C, thermocouple 2 = 60 ◦C,
simultaneous measurement of fluorescence and ion chamber.

Parameter Nominal Minimum Maximum
Beam Diameter (1/e) [cm] 0.115 0.109 0.120
Center Wavelength [nm] 852.347 852.332 852.362

Pump Spectrum FWHM [nm] 0.030 0.027 0.033
Alkali Density [cm−3] 1.2 × 1012 1.1 × 1012 1.3 × 1012

Temperature Inside Cell [◦C] 61.9 60.9 62.8
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Table D.10: Measured test parameters including uncertainty from test series J, buffer
gas = 6:1 mixture He:CH4, thermocouple 1 = 55 ◦C, thermocouple 2 = 65 ◦C,
simultaneous measurement of fluorescence and ion chamber.

Parameter Nominal Minimum Maximum
Beam Diameter (1/e) [cm] 0.115 0.109 0.120
Center Wavelength [nm] 852.334 852.322 852.346

Pump Spectrum FWHM [nm] 0.036 0.034 0.038
Alkali Density [cm−3] 1.8 × 1012 1.6 × 1012 1.9 × 1012

Temperature Inside Cell [◦C] 67.3 66.1 68.5

Table D.11: Measured test parameters including uncertainty from test series K,
buffer gas = 6:1 mixture He:CH4, thermocouple 1 = 60 ◦C, thermocouple 2 = 70 ◦C,
simultaneous measurement of fluorescence and ion chamber.

Parameter Nominal Minimum Maximum
Beam Diameter (1/e) [cm] 0.115 0.109 0.120
Center Wavelength [nm] 852.339 852.327 852.351

Pump Spectrum FWHM [nm] 0.035 0.033 0.036
Alkali Density [cm−3] 2.4 × 1012 2.2 × 1012 2.6 × 1012

Temperature Inside Cell [◦C] 71.4 70.2 72.6

Table D.12: Measured test parameters including uncertainty from test series L, buffer
gas = 6:1 mixture He:CH4, thermocouple 1 = 65 ◦C, thermocouple 2 = 75 ◦C,
simultaneous measurement of fluorescence and ion chamber.

Parameter Nominal Minimum Maximum
Beam Diameter (1/e) [cm] 0.115 0.109 0.120
Center Wavelength [nm] 852.339 852.327 852.350

Pump Spectrum FWHM [nm] 0.033 0.031 0.034
Alkali Density [cm−3] 3.5 × 1012 3.0 × 1012 3.9 × 1012

Temperature Inside Cell [◦C] 76.6 74.9 78.4
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