
University of New Mexico University of New Mexico 

UNM Digital Repository UNM Digital Repository 

Faculty and Staff Publications Mathematics 

2019 

New types of Neutrosophic Set/Logic/Probability, Neutrosophic New types of Neutrosophic Set/Logic/Probability, Neutrosophic 

Over-/ Under-/ Off Set, Neutrosophic Refined Set, and their Over-/ Under-/ Off Set, Neutrosophic Refined Set, and their 

Extension to Plithogenic Set/Logic/Probability, with Applications Extension to Plithogenic Set/Logic/Probability, with Applications 

Florentin Smarandache 
University of New Mexico, smarand@unm.edu 

Follow this and additional works at: https://digitalrepository.unm.edu/math_fsp 

 Part of the Business Commons, Education Commons, Engineering Commons, Life Sciences 

Commons, Mathematics Commons, and the Medicine and Health Sciences Commons 

Recommended Citation Recommended Citation 
Smarandache, Florentin. "New types of Neutrosophic Set/Logic/Probability, Neutrosophic Over-/ Under-/ 
Off Set, Neutrosophic Refined Set, and their Extension to Plithogenic Set/Logic/Probability, with 
Applications." (2019). https://digitalrepository.unm.edu/math_fsp/81 

This Book is brought to you for free and open access by the Mathematics at UNM Digital Repository. It has been 
accepted for inclusion in Faculty and Staff Publications by an authorized administrator of UNM Digital Repository. 
For more information, please contact amywinter@unm.edu. 





symmetryS S
Article

Non-Dual Multi-Granulation Neutrosophic Rough
Set with Applications

Chunxin Bo 1,2, Xiaohong Zhang 1,* and Songtao Shao 1

1 School of Arts and Sciences, Shaanxi University of Science and Technology, Xi’an 710021, China
2 School of Mathematics Science, Liaocheng University, Liaocheng 252000, China
* Correspondence: zhangxiaohong@sust.edu.cn

Received: 17 May 2019; Accepted: 25 June 2019; Published: 12 July 2019

Abstract: Multi-attribute decision-making (MADM) is a part of management decision-making and
an important branch of the modern decision theory and method. MADM focuses on the decision
problem of discrete and finite decision schemes. Uncertain MADM is an extension and development
of classical multi-attribute decision making theory. When the attribute value of MADM is shown by
neutrosophic number, that is, the attribute value is complex data and needs three values to express,
it is called the MADM problem in which the attribute values are neutrosophic numbers. However,
in practical MADM problems, to minimize errors in individual decision making, we need to consider
the ideas of many people and synthesize their opinions. Therefore, it is of great significance to study
the method of attribute information aggregation. In this paper, we proposed a new theory—non-dual
multi-granulation neutrosophic rough set (MS)—to aggregate multiple attribute information and
solve a multi-attribute group decision-making (MGDM) problem where the attribute values are
neutrosophic numbers. First, we defined two kinds of non-dual MS models, intersection-type MS
and union-type MS. Additionally, their properties are studied. Then the relationships between MS,
non-dual MS, neutrosophic rough set (NRS) based on neutrosophic intersection (union) relationship,
and NRS based on neutrosophic transitive closure relation of union relationship are outlined, and a
figure is given to show them directly. Finally, the definition of non-dual MS on two universes is given
and we use it to solve a MGDM problem with a neutrosophic number as the attribute value.

Keywords: multi-granulation neutrosophic rough set; non-dual; two universes; multi-attribute group
decision making

1. Introduction

Fuzzy sets and rough sets are widely used to solve uncertain problems [1–4]. However, all these
theories have their own deficiency, such as in a voting, you may support, not support, be neutral, or
abstain from voting, so Smarandache present the definition of the neutrosophic set (NS) [5]. NS is an
extensional model of the fuzzy set and intuitionistic fuzzy set. But the original definition of NS is not
convenient to solve real-world problems, thus Wang et al. proposed a single-valued neutrosophic set
(SVNS) [6]. After that, SVNS was extended and used in many fields. Peng et al. [7] defined simplified
NS and obtained some properties. Peng et al. [8] proposed the definition of probability multi-valued
NS and studied its properties. Deli et al. [9] defined bipolar NS and studied its properties. Zhang
et al. [10] analyzed new inclusion relationships of SVNS and discussed its lattice structure. As an
extension of fuzzy sets and rough sets, many scholars combined them and got some results [11–13].
Yang et al. [14] combined SVNS and rough set, then produced a single-valued neutrosophic rough
set and discussed its properties. Now NSs and NRSs have been used widely in decision-making
problems [15–19].

From the perspective of particle computing, the above rough set theories are essentially defined in
a single particle space, and the lower and upper approximations (ULA) of the target concept is shown
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by the information particles in the particle space induced by a single binary relationship. However,
Qian et al. think that, in decision analysis problems, the relationship between the multiple decision
makers may be independent of each other, so multiple binary relations are needed to approximate the
target. Therefore, they put forward the concept of a multi-granularity rough set (MRS) model [20],
and define the optimistic MRS model and pessimistic MRS model, respectively. The biggest difference
between MRS and classical rough sets is that MRS can use the knowledge in a multi-granular space to
approximate the target. Additionally, because it analyzes the problem from multiple angles and levels,
it can obtain a more reasonable and satisfactory solution for the problem, so it has a better application
prospect in many practical decision-making problems. Yao et al. [21] studied the rough set models
under the multi-granulation approximation space. Now the MRS model has been used widely and has
produced some interesting results [22–28].

The ULA operator of most MRS models is dual, there are few articles studying the non-dual MRS
model or hybrid MRS model [29,30]. Zhang et al. [31] put forward non-dual MRS (union-type MRS
and intersection-type MRS) models and outline the relationships between MRSs. In this paper, we put
forward non-dual MS (intersection-type MS and union-type MS) models and study their properties.
Then we show the relationships between MS, non-dual MS, NRS-based neutrosophic union relation,
and NRS-based neutrosophic intersection relation. Finally, we propose non-dual MS models on two
universes and use it to solve MGDM problems with neutrosophic numbers as the attribute values.

The structure of this article is as follows. In Section 2, some basic notions and operations of
NRS and MS are introduced. In Section 3, the concepts of non-dual MS are put forward and their
qualities are investigated. In Section 4, the relationships between MS, non-dual MS, neutrosophic rough
set (NRS) based on neutrosophic intersection (union) relationship, and NRS based on neutrosophic
transitive closure relation of union relationship are discussed. In Section 5, non-dual MS models on
two universes are proposed and an application to solve the MGDM problem where the attribute values
are neutrosophic numbers is outlined. Finally, Section 6 provides our conclusions and outlook.

2. Preliminary

In this section, we look at several basic concepts of NRS and MS.

Definition 1 ([6]). A SVNS A is denoted by

A =
{
(x, TA(x), IA(x), FA(x))|x ∈ X

}
(1)

where TA(x) represents truth-membership function, IA(x) represents indeterminacy-membership function, FA(x)
represenst falsity-membership function and TA(x), IA(x), FA(x) ∈ [0, 1]. Additionally, they satisfy the condition
0 ≤ TA(x) + IA(x) + FA(x) ≤ 3.

In this paper, “SVNS” is abbreviated to “NS” and we use the symbol NS(U) to denote the set of all
NSs in U.

Definition 2 ([6]). For any two NSs A and B, the inclusion relation, union, intersection, and complement
operations are defined:

(1) A ⊆ B iff ∀ x ∈ U, TA(x) ≤ TB(x), IA(x) ≥ IB(x), FA(x) ≥ FB(x);
(2) A ∪ B = {(x, TA(x) ∨ TB(x), IA(x) ∧ IB(x), FA(x) ∧ FB(x)) | x ∈ U};
(3) A ∩ B = {(x, TA(x) ∧ TB(x), IA(x) ∨ IB(x), FA(x) ∨ FB(x)) | x ∈ U};
(4) Ac = {(x, FA(x), 1-IA(x), TA(x)) | x ∈ U}.
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Definition 3 [14]). Suppose (U, R) is a neutrosophic approximation space (NAS). ∀ A ∈ NS(U), the LUA of A,
denoted by R(A) and R(A), are defined as: ∀ x ∈ U,

R(A) = ∩
y∈U

(Rc(x, y)∪A(y)), R(A) = ∪
y∈U

(R(x, y)∩A(y))

The pair
(
R(A), R(A)

)
is called the SVNRS of A.

Definition 4 ([28]). Suppose (U, Ri) is a multi-granulation neutrosophic approximation space (MAS). A ∈
NS(U), the optimistic ULA of A, represented by MSo(A) and MS

o
(A), are defined:

MSo(A)(x) =
m∪

i=1

(
∩

y∈U
(Ri

c(x, y)∪A(y))
)

(2)

MS
o
(A)(x) =

m∩
i=1

(
∪

y∈U
(Ri(x, y)∩A(y))

)
(3)

Then the pair
(
MSo(A), MS

o
(A)

)
is called an optimistic MS when MSo(A) ,MS

o
(A).

Definition 5 ([28]). Suppose (U, Ri) is a MAS. ∀A ∈NS(U), the pessimistic ULA of A, represented by MSp(A)

and MS
p
(A), are defined:

MSp(A)(x) =
m∩

i=1

(
∩

y∈U
(Ri

c(x, y)∪A(y))
)

(4)

MS
p
(A)(x) =

m∪
i=1

(
∪

y∈U
(Ri(x, y)∩A(y))

)
(5)

Then the pair
(
MSp(A), MS

p
(A)

)
is called a pessimistic MS when MSo(A) ,MS

o
(A).

Proposition 1 ([28]). Suppose (U, Ri) be a MAS. ∀ A, B ∈ NS(U), then

(1) MSo(A) =∼MS
o
(∼ A), MSp(A) =∼MS

p
(∼ A).

(2) MS
o
(A) =∼MSo(∼ A), MS

p
(A) =∼MSp(∼ A).

(3) MSo(A∩ B) = MSo(A)∩MSo(B), MSp(A∩ B) = MSp(A)∩MSp(B).

(4) MS
o
(A∪ B) = MS

o
(A)∪MS

o
(B), MS

p
(A∪ B) = MS

p
(A)∪MS

p
(B).

(5) A ⊆ B⇒MSo(A) ⊆MSo(B), MSp(A) ⊆MSp(B) .

(6) A ⊆ B⇒MS
o
(A) ⊆MS

o
(B), MS

p
(A) ⊆MS

p
(B) .

(7) MSo(A)∪MSo(B) ⊆MSo(A∪ B), MSp(A)∪MSp(B) ⊆MSp(A∪ B).

(8) MS
o
(A∩ B) ⊆MS

o
(A)∩MS

o
(B), MS

p
(A∩ B) ⊆MS

p
(A)∩MS

p
(B).

Definition 6 ([14]). If A and B are two neutrosophic numbers in U, the operation of A and B is defined as follows:

(1) λA =
(
1− (1− TA)

λ, (IA)
λ, (FA)

λ
)

(6)

(2) A⊕ B = (TA + TB − TA · TB, IA · IB, FA · FB) (7)

Definition 7 ([10]). Let (t, i, f) be a neutrosophic number, the type-3 score function and type-3 accuracy function
are defined:

(1) s : D∗ → [0, 1], s(t, i, f ) =
t + (1− f )

2
(8)

(2) h : D∗ → [0, 1], h(t, i, f ) =
t

t + (1− f )
(9)
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Definition 8 ([10]). Let (t1, i1, f1) and (t2, i2, f2) be two neutrosophic numbers. Then

(1) If s(t1, i1, f1) < s(t2, i2, f2), then (t1, i1, f1) ≺ (t2, i2, f2).
(2) If s(t1, i1, f1) = s(t2, i2, f2), h(t1, i1, f1) < h(t2, i2, f2), then (t1, i1, f1) ≺ (t2, i2, f2).
(3) If s(t1, i1, f1) = s(t2, i2, f2), h(t1, i1, f1) = h(t2, i2, f2), i1 < i2, then (t1, i1, f1) ≺ (t2, i2, f2); if i1 = i2,

then (t1, i1, f1) = (t2, i2, f2).

3. Non-Dual Multi-Granulation Neutrosophic Rough Set

In this section, we introduce non-dual MS (intersection-type MS and union-type MS) models and
study their properties.

Definition 9. Let tuple ordered set (U, Ri) (1 ≤ i ≤ m) be a MAS. For any A ∈ NS(U), the intersection-type

ULA MS(∩)(A) and MS
(∩)

(A) in (U, Ri) are defined:

MS(∩)(A)(x) =
m∩

i=1

(
∩

y∈U
(Ri

c(x, y)∪A(y))
)

(10)

MS
(∩)

(A)(x) =
m∩

i=1

(
∪

y∈U
(Ri(x, y)∩A(y))

)
(11)

Obviously, MS(∩)(A) and MS
(∩)

(A) are two NSs of U. Furthermore, A is called a definable NS on (U, Ri)

when MS(∩)(A) = MS
(∩)

(A). Otherwise, the pair
(
MS(∩)(A), MS

(∩)
(A)

)
is called intersection-type MS.

Definition 10. Let tuple ordered set (U, Ri) (1 ≤ i ≤ m) be a MAS. For any A ∈ NS(U), the union-type ULA

MS(∪)(A) and MS
(∪)

(A) in (U, Ri) are defined:

MS(∪)(A)(x) =
m∪

i=1

(
∩

y∈U
(Ri

c(x, y)∪A(y))
)
, (12)

MS
(∪)

(A)(x) =
m∪

i=1

(
∪

y∈U
(Ri(x, y)∩A(y))

)
. (13)

Obviously, MS(∪)(A) and MS
(∪)

(A) are two NSs of U. Furthermore, A is called a definable NS on (U, Ri)

when MS(∪)(A) = MS
(∪)

(A). Otherwise, the pair
(
MS(∪)(A), MS

(∪)
(A)

)
is called union-type MS.

Proposition 2. Let (U, Ri) be a MAS, Ri (1 ≤ i ≤ m) be the neutrosophic relations on U. For any A, B ∈ NS(U),
we have

(1) MS(∩)(A∩ B) = MS(∩)(A)∩MS(∩)(B), MS
(∩)

(A∪ B) = MS
(∩)

(A)∪MS
(∩)

(B);

(2) MS(∪)(A∩ B) = MS(∪)(A)∩MS(∪)(B), MS
(∪)

(A∪ B) = MS
(∪)

(A)∪MS
(∪)

(B);

(3) A ⊆ B⇒MS(∩)(A) ⊆MS(∩)(B) , A ⊆ B⇒MS
(∩)

(A) ⊆MS
(∩)

(B) ;

(4) A ⊆ B⇒MS(∪)(A) ⊆MS(∪)(B) , A ⊆ B⇒MS
(∪)

(A) ⊆MS
(∪)

(B) ;

(5) MS(∩)(A∪ B) ⊇MS(∩)(A)∪MS(∩)(B), MS
(∩)

(A∩ B) ⊆MS
(∩)

(A)∩MS
(∩)

(B);

(6) MS(∪)(A∪ B) ⊇MS(∪)(A)∪MS(∪)(B), MS
(∪)

(A∩ B) ⊆MS
(∪)

(A)∩MS
(∪)

(B).
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Proof. (1) By Definition 9, we have

MS(∩)(A∩ B) =
m∩

i=1

(
∩

y∈U
(Ri

c(x, y)∪ (A∩ B)(y))
)

=
m∩

i=1

(
∩

y∈U
((Ri

c(x, y)∪A(y))∩ (Ri
c(x, y)∪ B(y)))

)

=

(
m∩

i=1

(
∩

y∈U
(Ri

c(x, y)∪A(y))
))
∩

(
m∩

i=1

(
∩

y∈U
(Ri

c(x, y)∪ B(y))
))

= MS(∩)(A)∩MS(∩)(B).

Similarly, by Definition 9, we can get

MS
(∩)

(A∪ B) = MS
(∩)

(A)∪MS
(∩)

(B).

(2) By Definition 10, we have

MS(∪)(A∩ B) =
m∪

i=1

(
∩

y∈U
(Ri

c(x, y)∪ (A∩ B)(y))
)

=
m∪

i=1

(
∩

y∈U
((Ri

c(x, y)∪A(y))∩ (Ri
c(x, y)∪ B(y)))

)

=

(
m∪

i=1

(
∩

y∈U
(Ri

c(x, y)∪A(y))
))
∩

(
m∪

i=1

(
∩

y∈U
(Ri

c(x, y)∪ B(y))
))

= MS(∪)(A)∩MS(∪)(B).

Similarly, by Definition 10, we can get

MS
(∪)

(A∪ B) = MS
(∪)

(A)∪MS
(∪)

(B).

(3) Suppose A ⊆B, then TA(x) ≤ TB(x), IA(x) ≥ IB(x), FA(x) ≥ FB(x),

TMS(∩)(A)
(x) =

m∧
i=1
∧

y∈U
(
FRi(x, y)∨ TA(y)

)
≤ m∧

i=1
∧

y∈U
(
FRi(x, y)∨ TB(y)

)
= TMS(∩)(B)(x).

IMS(∩)(A)
(x) =

m∨
i=1
∨

y∈U
[(

1− IRi(x, y)
)
∧ IA(y)

]
≥ m∨

i=1
∨

y∈U
[(

1− IRi(x, y)
)
∧ IB(y)

]
= IMS(∩)(B)(x).

FMS(∩)(A∪B)(x) =
m∨

i=1
∨

y∈U
[
TRi(x, y)∧ FA(y)

]
≥ m∨

i=1
∨

y∈U
[
TRi(x, y)∧ FB(y)

]
= FMS(∩)(B)(x).

Hence, MS(∩)(A) ⊆MS(∩)(B).
Similarly, we can get MS

(∩)
(A) ⊆MS

(∩)
(B).

(4) The proof is similar with (3).
(5) According to Definition 9, we have

TMS(∩)(A∪B)(x) =
m∧

i=1
∧

y∈U
[
FRi(x, y)∨ (TA(y)∨ TB(y))

]
=

m∧
i=1
∧

y∈U
[(

FRi(x, y)∨ TA(y)
)
∨

(
FRi(x, y)∨ TB(y)

)]

≥
[

m∧
i=1
∧

y∈U
(
FRi(x, y)∨ TA(y)

)]
∨

[
m∧

i=1
∧

y∈U
(
FRi(x, y)∨ TB(y)

)]
= TMS(∩)(A)

(x)∨ TMS(∩)(B)(x).

IMS(∩)(A∪B)(x) =
m∨

i=1
∨

y∈U
[(

1− IRi(x, y)
)
∧ (IA(y)∧ IB(y))

]

=
m∨

i=1
∨

y∈U
[((

1− IRi(x, y)
)
∧ IA(y)

)
∧

((
1− IRi(x, y)

)
∧ IB(y)

)]

≤
[

m∨
i=1
∨

y∈U
((

1− IRi(x, y)
)
∧ IA(y)

)]
∧

[
m∨

i=1
∨

y∈U
((

1− IRi(x, y)
)
∧ IB(y)

)]

= IMS(∩)(A)
(x)∧ IMS(∩)(B)(x).
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FMS(∩)(A∪B)(x) =
m∨

i=1
∨

y∈U
[
TRi(x, y)∧ (FA(y)∧ FB(y))

]
=

m∨
i=1
∨

y∈U
[(

TRi(x, y)∧ FA(y)
)
∧

(
TRi(x, y)∧ FB(y)

)]

≤
[

m∨
i=1
∨

y∈U
(
TRi(x, y)∧ FA(y)

)]
∧

[
m∨

i=1
∨

y∈U
(
TRi(x, y)∧ FB(y)

)]
= FMS(∩)(A)

(x)∧ FMS(∩)(B)(x).

Hence, MS(∩)(A∪ B) ⊇MS(∩)(A)∪MS(∩)(B).
Additionally, we have

T
MS

(∩)
(A∩B)

(x) =
m∧

i=1
∨

y∈U
[
TRi(x, y)∧ (TA(y)∧ TB(y))

]
=

m∧
i=1
∨

y∈U
[(

TRi(x, y)∧ TA(y)
)
∧

(
TRi(x, y)∧ TB(y)

)]

≤
[

m∧
i=1
∨

y∈U
(
TRi(x, y)∧ TA(y)

)]
∧

[
m∧

i=1
∨

y∈U
(
TRi(x, y)∧ TB(y)

)]
= T

MS
(∩)

(A)
(x)∧ T

MS
(∩)

(B)
(x).

I
MS

(∩)
(A∩B)

(x) =
m∨

i=1
∧

y∈U
[
IRi(x, y)∨ (IA(y)∨ IB(y))

]
=

m∨
i=1
∧

y∈U
[(

IRi(x, y)∨ IA(y)
)
∨

(
IRi(x, y)∨ IA(y)

)]

≤
[

m∨
i=1
∧

y∈U
(
IRi(x, y)∨ IA(y)

)]
∧

[
m∨

i=1
∧

y∈U
(
IRi(x, y)∨ IB(y)

)]
= I

MS
(∩)

(A)
(x)∧ I

MS
(∩)

(B)
(x).

F
MS

(∩)
(A∩B)

(x) =
m∨

i=1
∧

y∈U
[
FRi(x, y)∨ (FA(y)∨ FB(y))

]
=

m∨
i=1
∧

y∈U
[(

FRi(x, y)∨ FA(y)
)
∨

(
FRi(x, y)∨ FA(y)

)]

≥
[

m∨
i=1
∧

y∈U
(
FRi(x, y)∨ FA(y)

)]
∨

[
m∨

i=1
∧

y∈U
(
FRi(x, y)∨ FB(y)

)]
= F

MS
(∩)

(A)
(x)∨ F

MS
(∩)

(B)
(x).

Hence, MS
(∩)

(A∩ B) ⊆MS
(∩)

(A)∩MS
(∩)

(B).
(6) According to Definition 10, we have

TMS(∪)(A∪B)(x) =
m∨

i=1
∧

y∈U
[
FRi(x, y)∨ (TA(y)∨ TB(y))

]
=

m∨
i=1
∧

y∈U
[(

FRi(x, y)∨ TA(y)
)
∨

(
FRi(x, y)∨ TB(y)

)]

≥
[

m∨
i=1
∧

y∈U
(
FRi(x, y)∨ TA(y)

)]
∨

[
m∨

i=1
∧

y∈U
(
FRi(x, y)∨ TB(y)

)]
= TMS(∪)(A)

(x)∨ TMS(∪)(B)(x).

IMS(∪)(A∪B)(x) =
m∧

i=1
∨

y∈U
[(

1− IRi(x, y)
)
∧ (IA(y)∧ IB(y))

]

=
m∧

i=1
∨

y∈U
[((

1− IRi(x, y)
)
∧ IA(y)

)
∧

((
1− IRi(x, y)

)
∧ IB(y)

)]

≤
[

m∧
i=1
∨

y∈U
((

1− IRi(x, y)
)
∧ IA(y)

)]
∧

[
m∧

i=1
∨

y∈U
((

1− IRi(x, y)
)
∧ IB(y)

)]

= IMS(∪)(A)
(x)∧ IMS(∪)(B)(x).

FMS(∪)(A∪B)(x) =
m∧

i=1
∨

y∈U
[
TRi(x, y)∧ (FA(y)∧ FB(y))

]
=

m∧
i=1
∨

y∈U
[(

TRi(x, y)∧ FA(y)
)
∧

(
TRi(x, y)∧ FB(y)

)]

≤
[

m∧
i=1
∨

y∈U
(
TRi(x, y)∧ FA(y)

)]
∧

[
m∧

i=1
∨

y∈U
(
TRi(x, y)∧ FB(y)

)]
= FMS(∪)(A)

(x)∧ FMS(∪)(B)(x).

Hence, MS(∪)(A∪ B) ⊇MS(∪)(A)∪MS(∪)(B).
Additionally, we have

T
MS

(∪)
(A∩B)

(x) =
m∨

i=1
∨

y∈U
[
TRi(x, y)∧ (TA(y)∧ TB(y))

]
=

m∨
i=1
∨

y∈U
[(

TRi(x, y)∧ TA(y)
)
∧

(
TRi(x, y)∧ TB(y)

)]

≤
[

m∨
i=1
∨

y∈U
(
TRi(x, y)∧ TA(y)

)]
∧

[
m∨

i=1
∨

y∈U
(
TRi(x, y)∧ TB(y)

)]
= T

MS
(∪)

(A)
(x)∧ T

MS
(∪)

(B)
(x).

I
MS

(∪)
(A∩B)

(x) =
m∧

i=1
∧

y∈U
[
IRi(x, y)∨ (IA(y)∨ IB(y))

]
=

m∧
i=1
∧

y∈U
[(

IRi(x, y)∨ IA(y)
)
∨

(
IRi(x, y)∨ IA(y)

)]

≤
[

m∧
i=1
∧

y∈U
(
IRi(x, y)∨ IA(y)

)]
∧

[
m∧

i=1
∧

y∈U
(
IRi(x, y)∨ IB(y)

)]
= I

MS
(∪)

(A)
(x)∧ I

MS
(∪)

(B)
(x).

F
MS

(∪)
(A∩B)

(x) =
m∧

i=1
∧

y∈U
[
FRi(x, y)∨ (FA(y)∨ FB(y))

]
=

m∧
i=1
∧

y∈U
[(

FRi(x, y)∨ FA(y)
)
∨

(
FRi(x, y)∨ FA(y)

)]

≥
[

m∧
i=1
∧

y∈U
(
FRi(x, y)∨ FA(y)

)]
∨

[
m∧

i=1
∧

y∈U
(
FRi(x, y)∨ FB(y)

)]
= F

MS
(∪)

(A)
(x)∨ F

MS
(∪)

(B)
(x).
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Hence, MS
(∪)

(A∩ B) ⊆MS
(∪)

(A)∩MS
(∪)

(B). �

4. The Relationships between Multi-Granulation Neutrosophic Rough Set Models

In this section, we discuss the relationships between MS, non-dual MS, neutrosophic rough
set (NRS) based on neutrosophic intersection (union) relationship, and NRS based on neutrosophic
transitive closure relation of union relationship and show it by a relational graph.

Definition 11. Suppose U is a non-empty finite universe, and Ri (1 ≤ i ≤ m) is the binary NR on U. The ULA

based on neutrosophic union relationship, represented by
m∪

i=1
Ri(A) and

m∪
i=1

Ri(A), are defined:

m∪
i=1

Ri(A)(x) = ∩
y∈U

(( m∪
i=1

Ri(x, y)
)c
∪A(y)

)
, (14)

m∪
i=1

Ri(A)(x) = ∪
y∈U

(( m∪
i=1

Ri(x, y)
)
∩A(y)

)
. (15)

Definition 12. Suppose U is a non-empty finite universe, and Ri (1 ≤ i ≤ m) is the binary NR on U. The ULA

based on neutrosophic intersection relationship, represented by
m∩

i=1
Ri(A) and

m∩
i=1

Ri(A), are defined:

m∩
i=1

Ri(A)(x) = ∩
y∈U

(( m∩
i=1

Ri(x, y)
)c
∪A(y)

)
, (16)

m∩
i=1

Ri(A)(x) = ∪
y∈U

(( m∩
i=1

Ri(x, y)
)
∩A(y)

)
. (17)

Definition 13 ([32]). Suppose R is a neutrosophic relation in U. The minimal transitive neutrosophic relation
containing R is called transitive closure of R, denoted by t(R).

Proposition 3. Suppose R is a neutrosophic relation in U. Then t(R) =
∞∪

k=1
Rk. Where Rk = R•R•R• · · · ,

(R•S)(x, z) = ∪
y∈Y

(R(x, y)∩ S(y, z)).

Definition 14. Suppose (U, R) is neutrosophic approximation space. Suppose U is a non-empty finite universe,
Ri (1 ≤ i ≤ m) is neutrosophic relations on U, and t(R) denotes the transitive closure of the union of neutrosophic
relations Ri on U.∀A ∈ NS(U), the ULA of A, denoted by t(R)(A) and t(R)(A), are defined as: ∀ x ∈ U,

t(R)(A)(x) = ∩
y∈U

[
t(R)c(x, y)∪A(y)

]
, t(R)(A)(x) = ∪

y∈U
(t(R)(x, y)∩A(y)).

Proposition 4. Let (U, Ri) be a MAS, Ri (1 ≤ i≤ m) be neutrosophic relations on U. For any A ∈ NS (U),
we have

(1) t(R)(A) ⊆MSp(A) = MS(∩)(A) =
m∪

i=1
Ri(A) ⊆ Ri(A) ⊆MSo(A) = MS(∪)(A) ⊆ m∩

i=1
Ri(A) ⊆ X;

(2) X ⊆ m∩
i=1

Ri(A) ⊆MS
o
(A) = MS

(∩)
(A) ⊆ Ri(A) ⊆MS

p
(A) = MS

(∪)
(A) =

m∪
i=1

Ri(A) ⊆ t(R)(A).
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Proof. (1) According to Definition 4, Definition 5, Definition 9, and Definition 10, we can get

MS
o
(A) = MS

(∩)
(A), MS

p
(A) = MS

(∪)
(A). Let R = R1 ∪ R2 ∪ · · · ∪ Rm, t(R) = R ∪ R2 ∪ · · · , then

(t(R))c = Rc ∩ (R2)c ∩ · · · , so (t(R))c ⊆ Rc, thus

t(R)(A)(x) = ∩
y∈U

[
t(R)c(x, y)∪A(y)

]

⊆ ∩
y∈U

[Rc(x, y)∪A(y)] =
m∪

i=1
Ri(A)(x)

= ∩
y∈U

[(R1
c ∩R2

c ∩ · · · ∩Rm
c)(x, y)∪A(y)]

= ∩
y∈U

[(R1
c(x, y)∪A(y))∩ (R2

c(x, y)∪A(y))∩ · · · ∩ (Rm
c(x, y)∪A(y))]

=

[
∩

y∈U
(R1

c(x, y)∪A(y))
]
∩

[
∩

y∈U
(R2

c(x, y)∪A(y))
]
∩ · · · ∩

[
∩

y∈U
(Rm

c(x, y)∪A(y))
]

=
m∩

i=1

(
∩

y∈U
(Ri

c(x, y)∪A(y))
)
= MSp(A)(x) = MS(∩)(A)

⊆ ∩
y∈U

(Ri
c(x, y)∪A(y)) = Ri(A)(x).

Additionally, we have

Ri(A)(x) = ∩
y∈U

(Ri
c(x, y)∪A(y))

⊆ m∪
i=1

(
∩

y∈U
(Ri

c(x, y)∪A(y))
)
= MSo(A)(x) = MS(∪)(A)(x)

⊆ ∩
y∈U

(R1
c(x, y)∪R2

c(x, y)∪ · · · ∪Rm
c(x, y)∪A(y))

= ∩
y∈U

((R1
c ∪R2

c ∪ · · · ∪Rm
c)(x, y)∪A(y))

= ∩
y∈U

(( m∩
i=1

Ri(x, y)
)c
(x, y)∪A(y)

)
=

m∩
i=1

Ri(A) ⊆ X.

Then we get the proof.
(2) According to Definition 4, Definition 5, Definition 9, and Definition 10, we can get MSp(A) =

MS(∩)(A), MSo(A) = MS(∪)(A). Let R = R1 ∪ R2 ∪ · · · ∪ Rm, t(R) = R ∪ R2 ∪ · · · , then R ⊆ t(R), thus

X ⊆ m∩
i=1

Ri(A)(x) = ∪
y∈U

(( m∩
i=1

Ri(x, y)
)
∩A(y)

)

⊆ ∪
y∈U

(Ri(x, y)∩A(y)) = Ri(A)(x)

⊆ m∪
i=1

(
∪

y∈U
(Ri(x, y)∩A(y))

)
= MS

p
(A)(x) = MS

(∪)
(A)(x)

= ∪
y∈U

(( m∪
i=1

Ri(x, y)
)
∩A(y)

)
=

m∪
i=1

Ri(A)(x).

Additionally, we have

m∪
i=1

Ri(A)(x) = ∪
y∈U

(( m∪
i=1

Ri(x, y)
)
∩A(y)

)

= ∪
y∈U

(R(x, y)∩A(y))

⊆ ∪
y∈U

((
R∪R2 ∪ · · ·

)
(x, y)∩A(y)

)

= t(R)(A)(x).

Then we get the proof. �

The above results show that the four kinds of lower and upper approximations equipped with the
inclusion relation ⊆ can construct a lattice. This fact can be described by Figure 1, where i , j, each
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node denotes an approximation or a concept, and each diagonal line connects two approximations, the
lower node is a subset of the upper node.
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5. The Application of Non-Dual Multi-Granulation Neutrosophic Rough Set on Two Universes
in MGDM

In this section, we propose the concept of non-dual MS on two universes and we talk about
the relationship between non-dual MS on two universes and non-dual MS on a single universe.
Additionally, we used non-dual MS on two universes to deal with a MGDM problem where the
attribute values are neutrosophic numbers.

Definition 14 ([28]). Suppose U, V are two non-empty finite universes, and Ri ∈ NS (U × V) (1 ≤ i ≤ m) is
binary NR. We call (U, V, Ri) the MAS on two universes.

Definition 15. Let tuple ordered set (U, V, Ri) (1 ≤ i ≤ m) be a MAS on two universes. For any A ∈ NS(U), the

intersection-type ULA MNRS(∩)(A) and MNRS
(∩)

(A) in (U, V, Ri) are defined:

MNRS(∩)(A)(x) =
m∩

i=1

(
∩

y∈V
(Ri

c(x, y)∪A(y))
)
, (18)

MNRS
(∩)

(A)(x) =
m∩

i=1

(
∪

y∈V
(Ri(x, y)∩A(y))

)
. (19)

Obviously, MNRS(∩)(A) and MNRS
(∩)

(A) are two NSs. Furthermore, A is called a definable NS on

(U, V, Ri) when MNRS(∩)(A) = MNRS
(∩)

(A). Otherwise, the pair
(
MNRS(∩)(A), MNRS

(∩)
(A)

)
are called

intersection-type MS on two universes.

Definition 16. Let tuple ordered set (U, V, Ri) (1 ≤ i ≤ m) be a MAS on two universes. For any A ∈ NS(U), the

union-type ULA MNRS(∪)(A) and MNRS
(∪)

(A) in (U, V, Ri) are defined:

MNRS(∪)(A)(x) =
m∪

i=1

(
∩

y∈V
(Ri

c(x, y)∪A(y))
)
, (20)
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MNRS
(∪)

(A)(x) =
m∪

i=1

(
∪

y∈V
(Ri(x, y)∩A(y))

)
. (21)

Obviously, MNRS(∪)(A) and MNRS
(∪)

(A) are two NSs. Furthermore, A is called a definable NS on

(U, V, Ri) when MNRS(∪)(A) = MNRS
(∪)

(A). Otherwise, the pair
(
MNRS(∪)(A), MNRS

(∪)
(A)

)
are called

union-type MS on two universes.

Proposition 5. Let (U, V, Ri) be a MAS on two universes. For any A, B ∈ NS(U), we have

(1) MNRS(∩)(A∩ B) = MNRS(∩)(A) ∩ MNRS(∩)(B), MNRS
(∩)

(A∪ B) = MNRS
(∩)

(A) ∪
MNRS

(∩)
(B);

(2) MNRS(∪)(A∩ B) = MNRS(∪)(A) ∩ MNRS(∪)(B), MNRS
(∪)

(A∪ B) = MNRS
(∪)

(A) ∪
MNRS

(∪)
(B);

(3) A ⊆ B⇒MNRS(∩)(A) ⊆MNRS(∩)(B) , A ⊆ B⇒MNRS
(∩)

(A) ⊆MNRS
(∩)

(B) ;

(4) A ⊆ B⇒MNRS(∪)(A) ⊆MNRS(∪)(B) , A ⊆ B⇒MNRS
(∪)

(A) ⊆MNRS
(∪)

(B) ;

(5) MNRS(∩)(A∪ B) ⊇ MNRS(∩)(A) ∪ MNRS(∩)(B), MNRS
(∩)

(A∩ B) ⊆ MNRS
(∩)

(A) ∩
MNRS

(∩)
(B);

(6) MNRS(∪)(A∪ B) ⊇ MNRS(∪)(A) ∪ MNRS(∪)(B), MNRS
(∪)

(A∩ B) ⊆ MNRS
(∪)

(A) ∩
MNRS

(∪)
(B).

Proof. The proof is similar with Proposition 2. �

Remark 1. Note that if the two universes are the same, then the intersection-type (union-type) MS on two
universes degenerates into the intersection-type (union-type) MS on a single universe in Section 3.

Next, we will use the non-dual MSs to solve the MGDM problems where the attribute values
are neutrosophic numbers. For a multiple attribute group decision making problem, let U = {x1,
x2, . . . , xn} be the decision set and V = {y1, y2, . . . , ym} be the criteria set, Rl represent l evaluation
experts. Here, Rl ∈ NR (U × V) is NRs from U to V, where ∀(xi, yj) ∈ U × V, Rl(xi, yj) denotes the
degree of membership about criteria set yj (yj ∈ V) with respect to xi (xi ∈ U). In the following, we show
the process about the non-dual MSs on two universes to solve MGDM problems with neutrosophic
numbers as attribute values.

Step 1 Calculate non-dual multi-granulation neutrosophic rough ULA MNRS(∩)(A), MNRS
(∩)

(A),

MNRS(∪)(A), and MNRS
(∪)

(A).
Step 2 Calculate the sum of non-dual multi-granulation neutrosophic rough ULA MNRS(∩) =

λMNRS(∩)(A) ⊕ (1− λ)MNRS
(∩)

(A), MNRS(∪) = λMNRS(∪)(A) ⊕ (1− λ)MNRS
(∪)

(A), λ ∈ [0, 1]
according to Definition 6.

Step 3 Make a descending order according to Definitions 7 and 8 for the multi-granulation
neutrosophic rough sets in step 2 and use the Borda number scoring method in reference [33] to make
a total rank.

In practice, the parameter λ represents a decision maker’s preference for risk. In general, the
higher the parameter λ is, the more likely the decision maker is to be risk-prone. The smaller the
parameter λ is, the less risk the decision maker prefers. Therefore, the value of the parameter λ is
determined by the decision maker’s preference or by an advance empirical study.

Next, we show the algorithm to calculate the ULA of a union-type multi-granulation neutrosophic
rough set.
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Algorithm 1 The lower approximation of a union-type multi-granulation neutrosophic rough set

Define the method to acquire a complement for a matrix A:
each neutrosophic number in matrix A do complement the operator according to the following Formula:
ac = (Fa, 1− Ia, Ta).
Return matrix C.
Define the method for two matrixes to do union operator:
the union of B and C is the neutrosophic number of each row in C to do union operator with the corresponding
neutrosophic number in B according to the Formula (22)

a∨3 b = (max(Ta, Tb), min(Ia, Ib), min(Fa, Fb)). (22)

Return matrix D.
Define the method for one matrix to do intersection operator:
the neutrosophic numbers of each row in D do intersection operator according to the Formula (23)

a∧3 b = (min(Ta, Tb), max(Ia, Ib), max(Fa, Fb)). (23)

Return matrix E.
Define the method for one matrix to do union operator:
the neutrosophic numbers of each row in E do union operator according to the Formula (22).
Return matrix F.
For the number of iterations is h,
Transfer the method of acquire complement, assign X.
Get Y.
Transfer the method for two matrixes to do union operator, assign Y, Z.
Get M.
Transfer the method to do intersection operator, assign M.
Get N.
End for.
Combine h matrixes N.
Get P.
Transfer the method for one matrix to do union operator, assign P.
Get Q.

X, Y, M are matrixes which line numbers are m, column number is n, and every membership
is a neutrosophic number. Z is a matrix which line number is 1, column number is n, and every
membership is a neutrosophic number. N and Q are matrixes which line numbers are m, column
number is 1, and every membership is a neutrosophic number. P is a matrix which line number is m,
column number is h, and every membership is a neutrosophic number.

The lower approximation of a union-type multi-granulation neutrosophic rough set is the transpose
of matrix Q.
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Algorithm 2 The upper approximation of a union-type multi-granulation neutrosophic rough set

Define the method for two matrixes to do intersection operator:
the intersection of B and C is the neutrosophic number of each row in C to do intersection operator with the
corresponding neutrosophic number in B according to the Formula (23).
Return matrix D.
Define the method for one matrix to do union operator:
the neutrosophic numbers of each row in D do union operator according to the Formula (22).
Return matrix E.
For the number of iterations is h,
Transfer the method for two matrixes to do intersection operator, assign Y, Z.
Get M.
Transfer the method for one matrix to do union operator, assign M.
Get N.
End for.
Combine h matrixes N.
Get P.
Transfer the method for one matrix to do intersection operator, assign P.
Get Q.

Y, M are matrixes which line numbers are m, column number is n, and every membership is a
neutrosophic number. Z is a matrix which line number is 1, column number is n, and every membership
is a neutrosophic number. N and Q are matrixes which line numbers are m, column number is 1, and
every membership is a neutrosophic number. P is a matrix which line number is m, column number is
h, and every membership is a neutrosophic number.

The upper approximation of a union-type multi-granulation neutrosophic rough set is the
transpose of matrix Q.

With the same method we can get the ULA of an intersection-type multi-granulation neutrosophic
rough set. Then, to decide the value of λ, we calculate the sum of ULA of the union-type MS and
intersection-type MS according to Formula (6) and (7), and rank them according to Definition 7.

Next, we show an example.

Example 1. We consider the decision making problem adapted from reference [34]. Suppose U = {x1, x2, x3} is a
criterion set, where x1 represents the ability of salesman, x2 represents the overall condition of the stable supplier,
and x3 represents the position of high flow. Let V = {y1, y2, y3, y4, y5} be the decision set, where y1 represents
shop 1, y2 represents shop 2, y3 represents shop 3, y4 represents shop 4, and y5 represents shop 5.

Assume there are three experts. They provide their evaluations shown in Tables 1–3 based on their
knowledge and experience. The data of the three tables were adapted from Table 2 in reference [34].
We take the first positive membership and negative membership of the intuitionistic fuzzy set of
interval values y1–y5 in Table 2 as the true membership and false membership of the neutrosophic set,
respectively, and the second negative membership as the uncertain membership of the neutrosophic
set. Let A = {(0.9, 0.1, 0.2), (0.7, 0.7, 0.3), (0.5, 0.8, 0.6)}.

Table 1. Neutrosophic relation R1.

R1 x1 x2 x3

y1 (0.75, 0.14, 0.09) (0.86, 0.04, 0.01) (0.66, 0.30, 0.29)
y2 (0.44, 0.33, 0.29) (0.51, 0.09, 0.04) (0.54, 0.29, 0.27)
y3 (0.54, 0.09, 0.08) (0.66, 0.14, 0.06) (0.54, 0.36, 0.34)
y4 (0.56, 0.19, 0.14) (0.50, 0.20, 0.12) (0.44, 0.26, 0.23)
y5 (0.33, 0.31, 0.30) (0.43, 0.16, 0.02) (0.21, 0.61, 0.60)
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Table 2. Neutrosophic relation R2.

R2 x1 x2 x3

y1 (0.71, 0.10, 0.08) (0.57, 0.01, 0.00) (0.56, 0.09, 0.09)
y2 (0.39, 0.54, 0.43) (0.59, 0.11, 0.01) (0.44, 0.19, 0.18)
y3 (0.52, 0.17, 0.07) (0.63, 0.04, 0.02) (0.37, 0.54, 0.51)
y4 (0.31, 0.09, 0.08) (0.52, 0.31, 0.09) (0.41, 0.29, 0.27)
y5 (0.10, 0.61, 0.59) (0.33, 0.33, 0.13) (0.19, 0.09, 0.07)

Table 3. Neutrosophic relation R3.

R3 x1 x2 x3

y1 (0.89, 0.06, 0.05) (0.86, 0.01, 0.01) (0.77, 0.21, 0.20)
y2 (0.61, 0.30, 0.27) (0.76, 0.09, 0.01) (0.56, 0.27, 0.25)
y3 (0.64, 0.20, 0.10) (0.63, 0.01, 0.01) (0.59, 0.33, 0.29)
y4 (0.68, 0.16, 0.04) (0.59, 0.03, 0.02) (0.57, 0.36, 0.31)
y5 (0.39, 0.23, 0.10) (0.34, 0.30, 0.19) (0.29, 0.59, 0.49)

By Definitions 15 and 16, we can compute

MNRS(∪)(A) =
{
(y1, 0.50, 0.70, 0.56), (y2, 0.50, 0.71, 0.44), (y3, 0.51, 0.70, 0.37), (y4, 0.50, 0.70, 0.41),
(y5, 0.60, 0.70, 0.30)

} ,

MNRS
(∪)

(A) =
{
(y1, 0.89, 0.10, 0.20), (y2, 0.70, 0.30, 0.27), (y3, 0.66, 0.10, 0.20), (y4, 0.68, 0.10, 0.20),
(y5, 0.43, 0.23, 0.20)

} ,

MNRS(∩)(A) =
{
(y1, 0.50, 0.80, 0.60), (y2, 0.50, 0.80, 0.56), (y3, 0.50, 0.70, 0.59), (y4, 0.50, 0.74, 0.57),
(y5, 0.50, 0.80, 0.30)

} ,

MNRS
(∩)

(A) =
{
(y1, 0.71, 0.14, 0.20), (y2, 0.51, 0.54, 0.30), (y3, 0.63, 0.20, 0.20), (y4, 0.52, 0.19, 0.20),
(y5, 0.33, 0.61, 0.30)

} ,

Let λ = 0.3, then

MNRS(∪)(A) =
{
(y1, 0.8267, 01793, 0.2723), (y2, 0.6525, 0.3885, 0.2896), (y3, 0.6183, 0.1793, 0.2258),
(y4, 0.6341, 0.1793, 0.2480), (y5, 0.4874, 0.3212, 0.2236)

} ,

MNRS(∩)(A) =
{
(y1, 0.6585, 0.2362, 0.2780), (y2, 0.5070, 0.6076, 0.3617), (y3, 0.5950, 0.2912, 0.2767),
(y4, 0.5141, 0.2857, 0.2738), (y5, 0.3863, 0.6617, 0.3000)

} ,

Then, according to Definition 6, we can get

s(∪) (y1) = 0.5259, s(∪) (y2) = 0.6814, s(∪) (y3) = 0.6963, s(∪) (y4) = 0.6930, s(∪) (y5) = 0.6319.

So, the ranking result for union-type MS is: y1 ≺ y5 ≺ y2 ≺ y4 ≺ y3.

s(∩) (y1) = 0.6903, s(∩)(y2) = 0.5726, s(∩)(y3) = 0.6592, s(∩)(y4) = 0.6201, s(∩)(y5) = 0.5432.

So, the ranking result for intersection-type MS is: y5 ≺ y2 ≺ y4 ≺ y3 ≺ y1.
Using the Borda counting method, score 4, 3, 2, 1, and 0 for the first, second, third, fourth, and

fifth place, respectively, then we can get

B(x1) = 4, B(x2) =3, B(x3) = 7, B(x4) = 5, B(x5) = 1.
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So, when λ = 0.3, the best choice, shop 3, is chosen.

6. Conclusions

The multi-granulation neutrosophic rough set is a useful tool for MGDM problems. In this
paper, we proposed non-dual MSs and study their operators and properties. Then we discussed
the relationship between NRS, optimistic (pessimistic) MS, non-dual MS, NRS based on intersection
(union) NRs, and NRS based on transitive closure relationship of union NRs, we used Figure 1 to
show the relationship. Furthermore, we proposed a non-dual MS on two universes and talk about
the relationship between non-dual MS on two universes and non-dual MS on a single universe, and
we used non-dual MS on two universes to solve a MGDM problem where the attribute values were
neutrosophic numbers.

For future orientation, we will research other types of fusions of MRSs and NSs. Additionally, we
will study the applications of the concepts in this paper to totally-dependent neutrosophic sets and
some algebraic systems and discuss in relation to other algorithms [35–44].
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Abstract: Supply chain sustainability has become one of the most attractive decision management
topics. There are many articles that have focused on this field presenting many different points of
view. This research is centred on the evaluation of supply chain sustainability based on two critical
dimensions. The first is the importance of evaluation metrics based on economic, environmental
and social aspects, and the second is the degree of difficulty of information gathering. This paper
aims to increase the accuracy of the evaluation. The proposed method is a combination of quality
function deployment (QFD) with plithogenic aggregation operations. The aggregation operation
is applied to aggregate: Firstly, the decision maker’s opinions of requirements that are needed to
evaluate the supply chain sustainability; secondly, the evaluation metrics based on the requirements;
and lastly, the evaluation of information gathering difficulty. To validate the proposed model, this
study presented a real world case study of Thailand’s sugar industry. The results showed the most
preferred and the lowest preferred metrics in order to evaluate the sustainability of the supply
chain strategy.

Keywords: supply chain sustainability metrics; plithogeny; aggregation operations; neutrosophic set;
quality function deployment

1. Introduction

Supply chain sustainability has been one of the most attractive and dynamic research topics in the
domain of supply chain management for a long time. The influence of manufacturing activities to
global warming and the consumption of natural resources assisted the researchers in considering the
importance of the supply chain operation’s sustainability [1]. As a result of increasing competition,
globalization, technological growth and huge customer expectations, the sustainable supply chain
is a significant goal to each supply chain in every field. The supply chain sustainability can be
described as the capability of operating the business with the long term goal of preserving economic,
environment and societal welfare [2]. A more general definition of sustainable supply chain could be the
management of supply chain activities in order to improve the profitability by taking into consideration
the environmental impacts and social aspects. Therefore, supply chain sustainability guarantees
success and achievements of the whole supply chain management in the long term. Under the
uncertainty component, supply chain sustainability became a more important goal for companies. This
explains why measuring supply chain sustainability means to identify possible strategic decisions
under various situations [3].
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The evaluation of supply chain sustainability is an interesting topic based on metrics in
economic, environmental and social scopes. Measuring sustainability of the supply chain guides
firms in the direction of risk elimination and standards/guidelines following [4]. Moreover,
the advantages of evaluating supply chain (SC) sustainability are reducing costs, increasing competence,
supporting competitive advantages and improving operational performance [5]. The challenges of
measuring supply chain sustainability are [6]: The managerial and organizational absence of the
inter-organizational metrics; the variety of the organization’s goals and objectives producing different
measures; and the difficulty in non-traditional data gathering that reduce the SC performance.

There are several studies in supply chain sustainability assessment including supply chain
sustainability risk and assessment [7], literature reviews [8], multi-objective mathematical models
for sustainable supply chain management [9] and decision making models for a sustainable supply
chain [10]. Evaluating supply chain sustainability is a multi-criteria decision making (MCDM) problem,
therefore the evaluation metrics may be the criteria, and the alternatives may be selected based on
these sets of metrics. There are some limitations of SC sustainability studies, such as the fact that the
researchers do not consider the difficulty of collecting the information for the metrics that will measure
the sustainability. In addition, only a few studies use the linguistic variables to evaluate the metrics,
leading to less consideration on the uncertainty or lack of information [11]. Also, there is the matter of
the decision maker’s priorities and contradiction degree between metrics which leads to less accuracy
of results. In the comical industry, Rajeev (2019) proposed a framework to describe the evolution of
a sustainable supply chain [12].

In this research, most of these limitations were processed by the proposed MCDM model that
assists in metrics selection and the weighting of sustainable supply chain. The proposed model is
based on a combination of plithogenic aggregation operations with quality function deployment (QFD).
The details of the model have been explained in Section 3.

QFD is one of the most popular techniques to improve quality in order to meet customer
expectations. This tool combines all customer needs in every aspect of the product, transforming them
into technical requirements so they can meet their expectations [13]. QFD records great results in
many fields, such as rating engineering characteristics [14], the design of building structures [15],
service level measurements [16], industry development [17], product development [18], or supplier
selection problems [19].

Plithogeny refers to the creation, development and progression of new entities from composition
of contradictory or non-contradictory multiple old entities [20]. It was introduced by Smarandache
in 2017 as a generalization of neutrosophy. A plithogenic set (as a generalization of crisp, fuzzy,
intuitionistic fuzzy, and neutrosophic sets) is a set whose elements are characterised by the attribute
values. Each attribute value has its contradiction degree values c(vj,vD) between vj and the dominant
(most important) attribute value vD. The contradiction degree between attributes assists the model
to gain more accurate results. The plithogenic set, logic, probability and statistics that were also
introduced by Smarandache in 2017, are obtained from plithogeny, and they are generalizations of
neutrosophic sets, logic, probability and statistics respectively.

The rest of this papers is organized as follows: In Section 2, there is a literature review of sustainable
supply chain, quality function deployment, clarification of plithogenic sets, and a recapitulation of
neutrosophic sets. Section 3 presents the proposed model to evaluate the sustainable supply chain.
In Section 4, a real world case is studied in order to evaluate the proposed model. Section 5 discusses
the results of this case. Finally, the conclusion and suggestions for future works end Section 6.

2. Literature Review

2.1. Supply Chain Sustainability

In the supply chain management field, there are many considerations that need to be taken
into account to minimize the negative influence of business production to environment and social
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effects. These considerations pushed for the strategic developments plans for sustainability [11].
Three dimensions of sustainability are considered in the supply chain, derived from customer and
stakeholder desires, which are economic, environmental and social aspects to manage raw materials,
information and finance flows [21]. Other definitions of supply chain sustainability is the integration of
an organization’s economic, social and environmental dimensions by coordinating the business process
in order to improve the organization’s performance in the long term [22]. A more focused definition
could be supply chain management strategies and activities concerning social and environmental
aspects, correlated to the production, distribution, design and supply of products and services [23].
The evaluation of supply chain sustainability metrics are attributes and requirements used to measure
the supply chain performance considering economic, social and environmental features [24]. Table 1
summarizes some of the studies on supply chain sustainability metrics and frameworks.

Table 1. Studies about supply chain sustainability metrics.

Authors Scope Methodology Metrics

Akshay Jadhav, Stuart Orr,
Mohsin Malik (2018) [25]

Supply chain orientation
(SCO)

Literature review
analysis (SEM analysis)

Co2 emission management,
community engagement, supplier

codes of conduct, waste elimination,
energy usage efficiency, water usage

efficiency, and recycled materials
practices, among others.

Elkafi Hassini, ChiragSurti,
CorySearcy (2012) [4]

Developing supply chain
sustainability metrics Literature review

Percent of suppliers, Percent of
contracts, Percent of purchase

orders, Level of stake-holder trust
by category

Yazdani, Morteza, Cengiz
Kahraman, Pascale Zarate,

and Sezi Cevik Onar (2019) [26]

Ranking of supply chain
sustainability indicators

Multi-attribute decision
making (QFD and GRA)

Quality, managing environmental
systems, supply chain elasticity,

business social liability,
transportation service situation,

and financial constancy.

Qorri, Ardian, Zlatan Mujkić, and
Andrzej Kraslawski (2018) [27]

Measuring supply chain
sustainability
performance

Literature review

Number of contributors, products,
geographical encompassing,

strategic goals, methods, tools,
among others

Searcy, Cory, Shane M. Dixon, and
W. Patrick Neumann (2016) [28]

Analysis of performance
indicators in supply
chain sustainability

Literature review and
report analysis

Employees number, profits,
supplier estimation, trainingcost,

among others

Chen, Rong-Hui, Yuanhsu Lin,
and Ming-Lang Tseng [29]

Sustainable development
indicators in the

structure minerals
industry in China

Combines fuzzy set
theory, the Delphi
method, discrete

multi-criteria method

Solid waste, Eco-efficiency,
Health and safety, Energy use,

Investments, Land use and
rehabilitation, among others

Haghighi, S. Motevali, S. A.
Torabi, and R. Ghasemi [30]

Evaluation of Sustainable
Supply Chain Networks

Data envelopment
analysis technique

Time delivery, Supplier rejection
rate, Amount of Pollution,

Customers’ satisfaction,
Service quality, among others

2.2. Quality Function Deployment (QFD)

Quality function deployment (QFD) originated in Japan in the 1960s. QFD establishes quality
measurement for the improvement and design, rather than just quality control in manufacturing
processes [31]. The QFD method is the link that connects the customer voice to the design requirement
in order to respond these expectations effectively. As illustrated in Figure 1, the components of QFD
are as follows [32]:

• Area (1): The customers’ requirements (what region) that consists of two indicators: The customers’
requirements and the importance of each of them αi.

• Area (2): The quality characteristics or design specifications (how region), composed of two parts:
The design specifications and the way of development.

• Area (3): The relationship between customer requirements and design specifications (what versus
how region) by score Ci j = {0, 1, 3, . . . , 9}.
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