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which defines is conductive and dielectric properties. To make an element 

reconfigurable, one must change the electrical or material properties. This can be done 

through electrical, mechanical, optical, or molecular means. Electrical methods of tuning 

would include: RF-MEMS, PIN diodes, and Varactor diodes. Optical methods utilize 

photoconductive materials that change conductivity based on interaction with light and 

are similar in principal to PIN diodes that function as binary variable elements. 

Mechanical changes would include shape altering techniques like shape memory alloys 

and material changes in this case covers changes in material properties as seen in ferrites 

and liquid crystals [25]. Each approach will have performance limitations and 

applications best suited for it. While there may be a multitude of methods to perform this 

function, the following review is based on the most cited techniques in available 

literature. The below table is a generalized trade between the following reconfiguration 

methods based on input from the cited literature collected over the next few sections. It 

should be noted that manufacturing processes are constantly evolving and new materials 

may emerge that go against the provided table. Readers should investigate new 

technologies that may have emerged recently that show improvements to current poor 

performance parameters. Ultimately, there is never one solution that is the best solution 

for all applications. Instead, each method must be considered based on the design 

requirements and mission parameters. 
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normalize the Gaussian flux that is distributed from the spot beam illumination. A non-

contact probe was placed was placed 1mm above the samples to measure the standing 

voltage potential on the surface. This setup is shown in the following figure.

 

Figure 58 Chamber test hardware in measurement setup 

 

Figure 59 distributed electron flux from test sample used for calibrating chamber. 

Samples of the 2 materials where exposed to vacuum charging and exposure to a 20keV 

source. The TMM3 sample sill be discussed first as it shows what happens when 

materials are not properly chosen. The next two graphs will show how the TMM3 
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charged up as sample exposure time increased. Instead of tracking time, the system tracks 

charge distribution over area. In the associated plots, the dots are physical measurements 

from the system. The computer running the hardware then fits the points to a logarithmic 

function defining its charge or discharge profiles which can then be used for model inputs 

or understanding how the material will behave in a charging environment. 

 

Figure 60 Standing charge on TMM3 with increased charged particle exposure. 
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Figure 61 Discharge profile of TMM3 once illumination is removed. 

 The TMM3 glowed blue during irradiation which is a common occurrence in dielectrics 

with aromatic rings in their molecular composition and only happens once charge buildup reaches 

a certain exceedance level. This is not a physical breakdown, but more of a resonance response. 

However it does correlate with magnitude and from Figure 60 we see that the TMM3 quickly 

charges to above 10kV. The technicians actually ended the test due to visible arcing in the 

material and an upset that it caused to the sample motor switching its polarity. Upon discharge the 

sample continued to arc, releasing a surface plasma that disrupted the measurements for other 

materials. When this discharge occurs, it releases a substantial amount of stored charge as well 

makes it impossible to determine the RIC of the material, in that setup. 

 The 5880, on the other hand performed as a more standard space rated dielectric. It too 

appeared to have a light blue hue during exposure but not as bright. The measured standing 

voltage was recorded as seen below in Figure 62. 
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Figure 62 Standing charge on 5880 with increased charged particle exposure. 

 An interesting observation is made once the material reaches its equilibrium state of 

~1200V where the arcing from the TMM3 shows the plasma wave influencing standing voltage 

on the 5880. Once the illumination is removed, the sample also provides a more reasonable 

discharge profile where the rate of discharge can be plotted to determine the dark conductivity. 

The slope of the discharge, from Figure 63, is used along with the permittivity of the material to 

extract the dark conductivity as follows 

 𝒈𝒅𝒂𝒓𝒌 =
𝑻𝒅𝒆𝒄𝒂𝒚 

𝜺𝒐𝜺𝒓
= 𝟔. 𝟖𝟓𝟓 𝑬𝟏𝟔 𝜴 ∙ 𝒄𝒎   36 
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Figure 63 Discharge profile of 5880 once illumination is removed. 

 From this point, a 35 GHz LC reflectarray element is constructed with the Duroid 

5880 dielectric, GT3-23002 LC, and copper ground plane / patch. The layup and 

measurements are illustrated in the following figure. This is the same element that went 

through Cobalt-60 and X-ray testing discussed in the previous section.  

 

Figure 64 Layup of LC RF element used for charging tests. 

The 5880 surface dielectric will become charged external environmental sources like the 

solar wind plasma.  For typical solar wind plasmas significant dielectric surface voltages 
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develop because of the small volume resistivity. The results from the previous charging 

test were fed to the developed Matlab code and the boundary conditions were setup to 

replicate the above figure.  The resulting setup is seen below.  

 

Figure 65 Layup of LC RF element used for charging tests. 

From previous simulations we saw the effect of a temporary source, but in 

actuality, a real material will reach some steady state of charge where the bulk of the 

charge exist at the deposition point and represents a delta. To simplify modeling, the code 

is setup to represent that maximum delta that occurs during irradiation and migration is 

ignored as a representative system would be exposed to long duration exposure. The final 

model setup is shown below. 
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Figure 66 Layup of LC RF element used for charging tests. 

The figure below shows a calculated 2D field or center-line distribution which 

would reproduce the voltages observed in typical tests with the LC sample that utilizes a 

30V max biasing. LC distortion from charging will be largest at the copper patch edges 

and the outer LC region will be impacted. The nominal operating field in the LC regions 

is about 80 kV/m. A more difficult calculation is to determine the impact on the RF array 

gain based on LC distortions as the resulting permittivity in that LC region is no longer 

uniformly controlled by the biasing electrodes alone. In all likelihood, this can only be 

solved by accurately capturing the time dependent nature of charge migration through the 

LC and neighboring dielectric and the resulting magnetic and electric fields present.  
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Figure 67 Surface potential expected on LC element under charge exposure. 

 

Figure 68 Standing normal electric fields under LC charging exposure. 

The results of the model indicate there will be some profile of standing electric 

fields under the radiator of the LC unit which, depending on actual magnitude, will affect 

biasing control and will lead to challenges with element tuning to steer an array. The 

author wanted to setup a similar in-situ test to measure the loss reflection and measure 

      Duroid 5880 
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Figure 73 Return loss for LC unit cell when fully relaxed prior to and after biasing 

with/without the Sr-90 source present. 

 This has significant impact for applications that want to use LC in a space environment. 

This measurement demonstrates the impact of the stray E-fields shown in the modeling results of 

Figure 68 where the effect of charge deposition can allow biasing fields to creep into LC regions. 

Had this sample utilized a fully open reservoir such as that seen by the current state of the art 

researchers [43,48], where there are large regions of LC encapsulated only by dielectric material, 

then we could expect a greater influence from the surface charge. While the peaks may seem 

close, it is important to remember with these elements that it is the phase that is important as 

steering is dictated by the phase delay between elements and if that phase cannot be controlled 

then the resulting culminated beam will be poorly tuned and have significant noise and 

degradation. The phase was extracted from the VNA measurements and compared for the sample 

when exposed and when left uncharged. The below figure shows that there is little effect on the 

30V charge due to that already being the upper limit of tuning for the LC. Interestingly we see 
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that the presence of charge helps push the LC when set at 18V to a biasing phase shift more in 

line with a higher biasing voltage around 20V-22V. Additionally, the inability for phase to return 

to 0 degrees after irradiation will reduce the overall range of delay possible and consequently will 

limit the beam steering limits as well. The severity can be further distinguished by concentrating 

on the percentage difference between both radiation states in Figure 74. 

 

Figure 74 Percentage of difference between radiated and non-radiated voltage states. 

 Now that the problem has been identified, the author presents the following as ways to 

minimize or mitigate this problem in future designs. These steps were taken by a fellow student, 

Christopher Woerhle, in his research focusing on the manufacturing of LC arrays to meet space 

challenges. The first step would be to consider a surface treatment for the array to mitigate the 

deposition of charge and to provide a thin conductive surface layer to bleed off static charge and 

reduce the overall total potential.  This process has been tested and described in the literature [84] 

as effective for charge management of traditional antenna types but can diminish original antenna 
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performance properties by increasing insertion loss and requires additional consideration for the 

resulting effect on the input standing wave ratio is designed for. Charging was reduced, not 

mitigated, by introducing an electrostatic protection layer of Kapton with a tin oxide (TO) film. 

Another way to reduce the effect is to raise the Fréedericksz transition. LC can be mixed into a 

variety of polymer networks to add structure to the LC in an unbiased state. While the result of 

this approach requires higher voltages, which may then create dielectric breakdown risks, it can 

result in a stronger anchor force to return LC order to its unbiased state. It is suspected that the 

gradual tuning of the LC’s dielectric range at between its perpendicular and parallel states would 

still be influenced, but by a smaller percentage certainly less than the 30% seen before. The last 

way proposed is to essentially bury the LC behind conductive elements and reduce the 

unnecessary cavity size. This has added benefit by increasing the structural robustness of the 

array but will increase the manufacturing greatly and therefore, drive up costs.  

 The author worked with the previously mentioned student to incorporate these lessons 

learned into his design. The resulting array is his work to present, but a model of the setup was 

created to check out the influence of charge on a new LC array incorporating the charging 

lessons-learned. 

 The following figure shows the element that utilizes an LC feed line to provide delay and 

the coupling provided by a reflector patch above a slotted ground plane. The LC is biased by a 

conductor under that slotted ground plane and is protected on the backside from an additional 

grounded shell. The reflector patch is spaced above the ground plane with vacuum gap to prevent 

static charge distributed on the top surface from migrating to the LC. 
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Figure 75 LC feed line slot array with patch radiator setup 

 The conductor was modeled with a 30V potential to demonstrate the resulting E-

fields generated and potential within the setup. The next two graphs show the standing 

voltages and field strengths present in the complex arrangement without the presence of 

an incident radiation source depositing charge. 
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Figure 76 Electric Fields generated by 30V biasing charge on LC feed line. 

 

Figure 77 Corresponding voltage potential in LC cell. 
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As can be expected, the charging of the top layer creates a capacitor resulting in a 

potential between the top layer and slotted ground plane. The open slot (not protected by 

a conductor naturally flows down to the next available conductor, which is the biasing 

conductor. This means that a portion of that feed line will be exposed to a biasing field 

due to the presence of charge deposition, but it does not appear to be quite as extensive as 

the profile shown in Figure 68. If further protection is needed, the design may require an 

isotropic slug to fill the feed line at the point of the slot. 
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CHAPTER 7: CONCLUSIONS AND FUTURE WORK 

7.1 Summary of work completed 

This research effort focused on the assessment of claims made about LC being a viable 

candidate material for reconfigurable RF apertures. At the time this research started there were 

several examples of LC implementations in RF apertures and reflectarrays for terrestrial bench-

top demonstrators, but no indications of fielded hardware. This effort then started verifying 

claims made about the utility by focusing on the material itself when exposed to simulated space 

environments and manufacturing. 

From a fundamental perspective, LCs are a great candidate for reconfigurable apertures. 

Although the assembly process is challenging in a lab environment, the hardware/equipment list 

is insignificant compared to other PIN/ VARACTOR/ FET/ MEMS approaches. Additive 

manufacturing approaches are likely not yet suitable for production of the substrate if complex 

cavities and fluid fill channels are to be implemented due to the production variability and poor 

bond strength between printed interfaces during radiation and vacuum exposure. This will change 

as printing technology trends more toward RF materials and away from cheap fit check plastics 

LC thermal limits are less than many common electrical components (-60C to 125C) but 

manufactures seem to be developing new blends daily that are expanding that limitation. Test 

performed indicated a cell phase range loss of about 10-15 degrees over the operational thermal 

limits. Brief analysis on the dielectric and conductive substrates showed that mechanical 

deformations were likely not of concern within the LC operational limits. However, the trade 

space of the final array size, the distance from the feed horn and the transmitter power may have 

significant implications on the array configuration and it is not likely that a sub array will be 

feasible for higher power transmitters. It is more likely that the reflectarray may have to serve as 

the primary reflector at the higher power end of the spectrum, which will drive up cost and 

system complexity. This can be compromised with advanced thermal management technologies 
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to move the microwave induced heating. Furthermore the effect temperature has on switching 

speeds is seen to be a big roadblock for this approach where many communications systems may 

require nanosecond switching. 

Vacuum is unlikely to pull LC fluids through the solid walls, but the dielectric encapsulating 

it will certainly shed any stored gasses. This was an additional issue for printed materials made in 

standard atmospheric environments where water vapor was trapped during printing and then 

removed in vacuum causing micro-cracking to occur in the printed strands. While coating 

materials exist to prevent an enclosed fluid from escaping, any material effects resembling micro-

cracks will likely create a leaking path. 

The LC have been tested for radiation hardness and have appeared to maintain operation. But 

the material breakdown is still not known. Radiation certainly degrades encapsulating dielectric 

materials mechanically through bond dislocation, but the electrical properties seem to maintain 

their original parameters. This becomes less true at frequencies above 60GHz where micro 

structural defects may start to propagate and influence EM interactions. While radiation damage 

may not have had a significant impact on performance, charging from space radiation did. 

Modeling was done to show that charge buildup may be an issue. Testing showed that deposited 

charge biased the LC materials slightly causing an increase to control voltages below the max 

value and an inability for the LC to return to an unbiased state once control was set to 0V. 

7.2 Recommendations for future LC designs 

Although some testing showed performance that are not suitable for all RF applications, 

there are foreseeable mitigation steps that can be taken. LC blends are continuing to mature and 

are now being considered by the manufacturer, Merck, for RF utilization so it is expected that 

improved figures of merit will continue to be released with respect to greater permittivity range 

and lower insertion losses.  
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Ceramic substrates and machining of those substrates to allow for cavity sizes is strongly 

recommended. Ceramics will tolerate heating and cavity size restriction to only the volume 

required for tuning will allow less variability in an operational environment where standing 

charge fluctuates and may change the RF material properties of the assembly. Additionally, 

consideration of arrangements that cover LC in as much conductively grounded material should 

reduce the influence of standing fields on the surface of an antenna substrate or deposited within. 

While radiation effects still need to be better understood, it is not likely a show stopper for LC 

operations in space. 

Finally, while these steps may allow for applications related to single beam pointing 

system, SAR scanning apertures, or telemetry platforms, the switching speed must increase 

dramatically for both ‘on’ and ‘off’ states to make it a viable communication replacement for 

currently fielded phased arrays that utilize TDMA scheduling windows and frequency hopping. 

This may be achievable through polymerized networks within the LC cavity which acts like a 

binder to the LC directors creating a significantly larger anchoring force. This also raises the 

Fréedericksz transition voltage significantly which may in turn resolve the influence from 

deposited charges in the assembly. A basic flow of the thought process for this research and 

recommended course of action for future LC RF designs is provided in the following process 

diagram. 



 

127 
 

 

Figure 82 Recommended design process for printed LC RF elements. 

7.3 Ideas for future research 

Several research opportunities still exist for this field of research. The first idea that 

comes to mind is the topic for an LC reflectarray topic with broadband response across its 

tunable range that allows it to maintain a constant reflection magnitude over a range of 

permittivity values. The final product may have similarities MEMS type phoenix cells 

where the element has several resonant features that correspond to different permittivity 

ranges. 

Another area of research could be in refining the charge migration and deposition 

work. The current code can be used to show charge propagation but corners and 

interfaces create instabilities in the code that are likely effecting results. Also the 
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influence of current flow is not present. The deposited energies only show one spectrum 

while space will have a much broader coverage. If a precise mapping can be made of the 

element and charge with correlation provided between the E-fields and the anisotropic 

permittivity of the LC, software codes like HFSS may be able to better model and capture 

the far-field effects. 
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APPENDIX A 

% 2D finite element code using triangular elements (Credit to David Wellems for figuring out finite 

element modelling of charge migration) 
  
clear all; 
ygrnd=1; 
setup_Beam; 

 

% Setup problem space and Beam  
% 
 clear all; 
% mks units (usually)  for FEC inputs unless otherwise stated 
eps0=1/(36.*pi)*1.e-9;   % f/m 
q=1.602e-19; 
% problem space 
% time points 
ntmax=100; 
delt=.5;% seconds 
% Beam and material parameters  
Einc=20;   % keV to replicate available HW   
Jin=10.e-9; % amp/cm^2  Beam current  
Density=2.2; % g/cm^3 dielectric density  
Zav=6; % average atomic number  
eps_material_LC=2.5; % LC on state 
eps_material=3.5; % DC dielectric constant  
eps_material_metal=1e12 

ygrnd=1; 
  
% bring in RIC and charge profile 
[chargeprofile, sigma,Depth_cm,str,str1,str2]=ChargeDeposition(Jin,delt,Einc,Zav,Density); % Jin 

amps/cm^2,  delt sec, Einc kev , Coul/cm^3  

 
% calculates range in materials, units here are hazardous atomic number 
  
function [chargeprofile, sigma,Depth_cm,str,str1,str2]=ChargeDeposition(Jin,delt,Einc,Zav,Density)  % Jin 

amps/cm^2,  delt sec, Einc kev , Coul/cm^3  
g(1:100)=0; % depth array  
nd(1:100)=0; 
stra='Z= '; 
strb=num2str(Zav); 
str=[stra strb]; 
stra='density(g/cm^2)= '; 
strb=num2str(Density); 
str1=[stra strb]; 
stra='Electron energy(kev)= '; 
strb=num2str(Einc); 
str2=[stra strb]; 
Aa(1:82)=0.; 
Bb(1:82)=0.; 
Cc(1:82)=0.; 
Dd(1:82)=0.; 
Ee(1:82)=0.; 
Ff(1:82)=0.; 
for nz=1:82 
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    Z(nz)=nz; 
end 
for nz=1:82 
    zin=nz; 
     [Aa(nz),Bb(nz),Cc(nz),Dd(nz),Ee(nz),Ff(nz)] = ABCDEFcoef(zin); 

function [A,B,C,D,E,F] =ABCDEFcoef(Z) 
A=2; 
B=0; 
if(Z>=12) 
B=(Z-12.)*(8/8) +0; 
end 
if(Z>=20) 
B=(Z-20.)*(15/62) + 8; 
end 
C=0; 
if(Z>=10) 
C=(Z-10)/5*(-12); 
end 
if(Z>=15) 
C=(Z-15)*(-2/5) -12; 
end 
if(Z>=20) 
C=(Z-20)*(2/10) -14; 
end 
if(Z>=30 && Z<=40) 
C=(Z-30)*(12/10) - 12; 
end 
if(Z>=40) 
    C=0; 
end 
D=0; 
if(Z>=5) 
D=(Z-5.); 
end 
if(Z>=15) 
D=(Z-15)/27*(3)+ 10; 
end 
if(Z>=42) 
D=(Z-42)/40*(82)+ 13; 
end  
E=exp(-(Z-30)/15); 
F=-exp(-(Z-35)/13) + 5.5; 
end 
 

 

end 
g(1:100)=0; 
for nw=1:100 
    nd(nw)=(nw-1)*.05; 
    w=nd(nw); 
     [A,B,C,D,E,F] = ABCDEFcoef(Zav); 
    g(nw)=( A+ B*w +C*w^2 +D*w^3)*exp(-(E*w^3 +  F* w) ); 
end 
 % integrate gz 
 norm=sum(g)*.05; 
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 g=g/norm; 
 % determine bulk plasmon energy  
% hb= 1.05457173e-34 ;     % m2 kg / s 
% % density of valence electrons(m^3)' 
% Nv= 4/(1.5e-9)^3   % density of valence atoms   
q= 1.602176487e-19 ; 
evJ=q; 
%  
[alpha , beta] =ABcoef(Zav); 

function[alpha , beta] =ABcoef(Z) 
% coefficient for deposition based on IEEE paper by Kim  
alpha=0; 
beta=0; 
if(Z<=41) 
    alpha=4.2 + 1.3/40*Z; 
end 
if(Z>=41) 
    alpha=5.5+2.4/41*(Z-41); 
end 
    beta=1.78*(exp(-Z/600));   % Energ(n)=n ; % kev 
    Rang=alpha*Einc^(beta)/1000;  %  mg/cm^2 
for nw=1:100 
    gnorm(nw)=g(nw)* Einc/Rang; 
end  
% backscatter coefficient vs energy 
for n=1:1000 
    Mev(n)=n*.001 ; % MEV 
    Bak(n)=(.14 - .039*Mev(n))*(.1*Zav^.9) ; 
end 
Depth_cm=nd*Rang*(Density*1.e-3); 
xval=(Depth_cm).^1; 
yval= gnorm*(1-Bak(Einc)).*xval; 
sumyval=sum(yval)*Depth_cm(2); 
chargeprofile=yval/sumyval; 
chargeprofile=Jin*chargeprofile*delt; 

  
EnergD=gnorm*(1-Bak(Einc))*1.e6*Jin*(Density) ;% J/cm^3/s  for 1 nA/cm^2, Amps to electrons 1./1.6e-

19, Mev = 1e6,ev to J 1.6e-19  
Drate=EnergD/(Density*1.e-3); % Gray Joule/kg-s, convert J/cm^3/s --> J/kg-s,  density is g/cm^3  
 % radiation conductivity for Kapton -- French paper on Kapton  
log_sigma=.8185*log(Drate)-28.387; 
%   
 sigma=exp(log_sigma);  %mho/m 
 

 

%  
Depth_m=Depth_cm*.01;  % convert to meters  
 % Note the yp or dely for gridding  is determined by beam energy and energy deposition, low energy 

smaller -> dely    
 chargeprofile=chargeprofile*1.e6  ; % convert to Coul/m^3   
 
% specify grid  
[nc1, nchgmax]=size(chargeprofile) 
nymax=nchgmax; 
nxmax=50;    %Probelm space width  
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dely=Depth_m(2)-Depth_m(1); 
delx=dely; 
xp(1:nxmax)=0; 
yp(1:nymax)=0; 
% specify 2D coordinates  
for ny=1:nymax    
        yp(ny)=(ny-1)*dely; 
end 
for nx=1:nxmax 
        xp(nx)=(nx-1)*delx; 
end 
   %2D  problem space arrays  
epsxy(1:nxmax,1:nymax)=1; 
rhonow(1:nxmax,1:nymax)=0; 
rhobeam(1:nxmax,1:nymax)=0; 
% radiation induced conductiviy  
sigRIC(1:nxmax,1:nymax)=0.e-12; 
% conductivity based on number desnity and mobility  
sig_n(1:nxmax,1:nymax)=0; 
% total conductiviy  
sig(1:nxmax,1:nymax)=0.e-12; 
Jmap(1:nxmax,1:nymax)=0; 
Jx(1:nxmax,1:nymax)=0; 
Jy(1:nxmax,1:nymax)=0; 
divJ(1:nxmax,1:nymax)=0; 
ex(1:nxmax,1:nymax)=0; 
ey(1:nxmax,1:nymax)=0; 
etot(1:nxmax,1:nymax)=0; 
fxy(1:nxmax,1:nymax)=0; 
% number of electrons  
nelect(1:ntmax)=0; 
 %   Match profile to problem space  
% add dark conductvity  
for nx=1:nxmax 
    for ny=1:nymax 
        rhobeam(nx,ny)=chargeprofile(ny); 
        sigRIC(nx,ny)=sigma(ny)+ 2.e-15 ;  
    end 
end    
 % invert deposition and conductiviy profile to match grid setup  
rhodum=rhobeam; 
sigdum=sigRIC; 
 for nx=1:nxmax 
    for ny=1:nymax 
        rhobeam(nx,ny)=rhodum(nx,nymax-ny+1); 
        sigRIC(nx,ny)=sigdum(nx,nymax-ny+1); 
    end 
end   
  
% shift profile 20 *dely for vacuum at top of problem space  
rhodum=rhobeam; 
  
sigdum=sigRIC; 
for nx=1:nxmax 
    for ny=20:nymax 
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        rhobeam(nx,ny-19)=rhodum(nx,ny); 
        sigRIC(nx,ny-19)=sigdum(nx,ny); 
    end 
end   
% vacuum  space  
for nx=1:nxmax 
    for ny=nymax-18:nymax 
        rhobeam(nx,ny)=0.e-4; 
        sigRIC(nx,ny)=0; 
    end 
end   
%  Make a 2D Gaussin spot -- just add a simple envelope at center of problem space  
for nx=1:nxmax 
     
          taper=exp(-(nx-nxmax/2-.5)^2/36); 
          rhobeam(nx,:)=  rhobeam(nx,:)*taper; 
          sigRIC(nx,:)=sigRIC(nx,:)*taper; 
end 
% 2D contour plots  
% --------FEC setup----------------------- 
% number of finite element triangular elements for FEC code  
nemax=(nxmax-1)*(nymax-1)*2; 
% triangle points, 3 for each triangle  
x(1:nemax,1:3)=0; 
y(1:nemax,1:3)=0; 
%number of nodes 
nn=nxmax*nymax; 
k(1:nn,1:nn)=0; 
b(1:nn)=0; 
bel(1:3)=0; 
ke(1:3,1:3)=0; 
phi(1:nn)=0; 
% element arrays  
f(1:nemax)=0; 
eps(1:nemax)=1 ; 
rho(1:nemax)=0; 
f(1:nemax)=0; 
n(3,1:nemax)=0;       
ne=0; 
% FEC node maps  
for ny=1:nymax-1 
nstart=(ny-1)*nxmax + 1; 
nstop= ny*nxmax-1 ; 
for numx=nstart:nstop 
ne=ne+1; 
n(1,ne)=numx; 
n(2,ne)=numx +1; 
n(3,ne)=numx+ nxmax;    
ne=ne+1; 
n(1,ne)=numx+1; 
n(2,ne)=numx +nxmax+1; 
n(3,ne)=numx+ nxmax;    
end 
end 
 ne=0; 
for ny=1:nymax-1 
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for nx=1:nxmax-1 
ne=ne+1; 
        x(ne,1)=(nx-1)*delx;         
        x(ne,2)=nx*delx; 
        x(ne,3)=(nx-1)*delx;   
        y(ne,1)=(ny-1)*dely; 
        y(ne,2)=(ny-1)*dely; 
        y(ne,3)=(ny)*dely; 
ne=ne+1; 
 %       upper triangle       
        x(ne,1)=(nx)*delx ; 
        x(ne,2)=(nx)*delx; 
        x(ne,3)=(nx-1)*delx;       
        y(ne,1)=(ny-1)*dely; 
        y(ne,2)=(ny)*dely; 
        y(ne,3)=(ny)*dely;    
end 
end 
ne=0; 
% Specify Dielectric, sigma  and convert to node map 
for ny=1:nymax  
    for nx=1:nxmax 
        if( (ny>1 && ny<= 35) && (nx >= 15 && nx <= 35))    
        epsxy(nx,ny)=eps_material_LC; 
        else 
        epsxy(nx,ny)=eps_material; 
        end 
% relative dielectric constant 
         if(ny>= nymax-19) 
              epsxy(nx,ny)= 1;  
         end       
    end 
end 
% Map the 2D epsxy array onto the nodal elements  
     [XX,YY] = meshgrid(xp,yp);    
 figure(1)      %  
   subplot(121)     
[XX,YY] = meshgrid(xp,yp); 
    hold on 
    contourf(XX,YY,epsxy',10) 
     hold off 
      colorbar 
      title({'Dielectric Profile'}) 
xlabel('x(m)'); 
      ylabel('depth(m) '); 
      subplot(122) 
      hold on 
      contourf(XX,YY,(sigRIC)',25); 
      colorbar 
      hold off 
      title({' Radiation Induced','Conductivity (mho/m) '}) 
      xlabel('x(microns)'); 
      ylabel('depth(microns) ');  
% inital charge density array   
    rhostart=rhobeam; 
    column_rho(1:nxmax)=0.; 
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    for nx=1:nxmax 
    column_rho(nx)=sum(rhostart(nx,:))*dely; 
    end 
ne=0;    
% load node maps  
for ny=1:nymax-1   
    for nx=1:nxmax-1 
         ne=ne+1 ;                   
         eps(ne)=epsxy(nx,ny); 
         rho(ne)=rhostart(nx,ny);  
         ne=ne+1; 
         eps(ne)=epsxy(nx,ny);      
         rho(ne)=rhostart(nx,ny); 
    end 
end 
 

% specify gound plane 
% when ney < ygrnd charge will not appear  
Boundary_Ks; 

np=0; 
nl=0; 
% specify potential on FEC boundary nodes for potential  
% Specify ground plane  
for ny=1:nymax 
    for nx=1:nxmax 
        np=np+1; 
                
        if( (ny==1 || ny== 1) && (nx >= 1 && nx <= nxmax)) 
            nl=nl+1; 
            nd(nl)=np; 
            p(nl)=-1.e10;  % ground plane potential(V)  
        end     
          if( (ny>=0 && ny<= 1e-4) && (nx >= 0 && nx <= 3.5e-3))    
            nl=nl+1; 
            nd(nl)=np; 
            p(nl)=30;  % ground plane potential(V)  
          end       
    end 
end 
nlmax=nl; 
be(1:3)=0; 
ce(1:3)=0; 
ne=0; 
for ne=1:nemax 
    be(1)= y(ne,2)-y(ne,3);     
    be(2)= y(ne,3)-y(ne,1); 
    be(3)= y(ne,1)-y(ne,2); 
    ce(1)= x(ne,3)-x(ne,2); 
    ce(2)= x(ne,1)-x(ne,3); 
    ce(3)= x(ne,2)-x(ne,1); 
    deltae=.5*(be(1)*ce(2)- be(2)*ce(1)); 
    % generate elemental matrix  
for i=1:3 
    for j=1:3 
        del_ij=0; 
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        if(i==j) 
            del_ij=1; 
        end 
     alpha=eps(ne);     
        ke(i,j)=(alpha*be(i)*be(j) + alpha*ce(i)*ce(j))/(4.0*deltae); 
    end 
end 
% add ke to k 
      for i=1:3 
          for j=1:3   
              k(n(i,ne),n(j,ne))=k(n(i,ne),n(j,ne)) + ke(i,j); 
          end 
      end 
end 

 

 
% Start time loop, charge density and conductivity (sig) arrays are updated  
tm=0; 
sig=0; 
time(1:ntmax)=0; 
% number of time step before Beam turns off  
% Set noff=0 ,  electrostatic problem, no charge added  
noff=1; 
% time steps to spew plots, pause after plots 
nmap=5; 
% time history for Efield at center of ground plane  
ey_base(1:ntmax)=0; 
for nt=1:ntmax  
    tm=tm+ delt;    
    time(nt)=tm; 
    ne=0; 
% -----------------update beam and conductivity  
    % beam on  
    if(nt<=noff) 
    rhonow=rhobeam+ rhonow; 
    %sig_n is 2D array conducticity based on density of electrons and make believe mobility  
    sig_n=rhonow*1.e-6*1.e-3 *.001 ;  % mobility cm^2/V/s--> m^2 V/s 
    % dark conductiviy is 2.e-15 mho/m      
    sig=sigRIC+ sig_n; 
    end 
    % beam off  
    if(nt>noff) 
    sig_n=rhonow*1.e-6*1.e-3*.001 ;  % mobility cm^2/V/s--> m^2 V/s 
    sig=sig_n; 
    end 
% load rho charge desnity into FEC triangular finite elements  
  
        for ny=1:nymax-1   
            for nx=1:nxmax-1        
                 % lower triangle  
                 ne=ne+1 ;                         
                 rho(ne)=rhonow(nx,ny);  
                 eps(ne)=epsxy(nx,ny); 
                 % upper triangle  
                 ne=ne+1;     
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                 rho(ne)=rhonow(nx,ny);   
                 eps(ne)=epsxy(nx,ny); 
            end 
        end 
% Poisson charge density driver array  
% rezero FEC driver arrays each time step and reload  
b(1:nn)=0; 
k(1:nn,1:nn)=0; 
Boundary_Ks;  
    for ne=1:nemax     
        bel(1:3)=0;       
        % Poission driver,  note eps(ne)  
                for i=1:3 
                    bel(i)=-deltae* rho(ne)/3 *2/eps(ne)* 1/eps0/delx/dely ; 
                end 
                for i=1:3          
                    b(n(i,ne))=b(n(i,ne))  +deltae* bel(i); 
                end     
    end 
%       % impose Dirichlet boundary nodes  
      for i=1:nlmax 
          b(nd(i))=p(i); 
          k(nd(i),nd(i))=p(i); 
          for j=1:nn 
              if(j ~= nd(i)) 
              b(j)=b(j)-k(j,nd(i))*p(i); 
              k(nd(i),j)=0; 
              k(j,nd(i))=0; 
              end 
          end 
      end 
% Solve FEC matrix , k is nodal matrix , b' is driver array  
phi=k\b'; 
% convert potential nodes into 2D map nodes  
%   
np=0; 
% PhiMap(1:nxmax,1:nymax)=0; 
% Emap(1:nxmax,1:nymax)=0; 
        for ney=1:nymax 
            for nex=1:nxmax  
                np=np+1; 
                aaa=phi(np); 
                TF = isnan(aaa); 
                if(TF==1) 
                    phi(np)=0; 
                end 
  
                PhiMap(nex,ney)=(phi(np)); 
                for nl=1:nlmax 
                    if(np==nd(nl)) 
                        PhiMap(nex,ney)=b(nd(nl)); 
                    end 
                end 
             end 
        end 
 % Work in 2D array space---------------------------------------- 
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 % find electric field and compute current density  
 %sig(1:nxmax,1:nymax)=0.e-8; 
         for ney=1:nymax-1 
            for nex=1:nxmax-1       
                 ey(nex,ney)=-(PhiMap(nex, ney+1)- PhiMap(nex,ney))/dely; 
                ex(nex,ney)=-(PhiMap(nex+1, ney)- PhiMap(nex,ney))/delx; 
                Jx(nex,ney)=sig(nex,ney)* ex(nex,ney); 
                Jy(nex,ney)=sig(nex,ney)* ey(nex,ney); 
            end 
        end 
 % before charge advance  
         nelect(nt) =sum(sum(rhonow))*delx*dely/q ; 
        nbefore= nelect(nt); 
 % FORWARD  
          for ney=1:nymax-1 
            for nex=1:nxmax-1 
            divJ(nex,ney)=(Jx(nex+1,ney)-Jx(nex,ney))/delx+(Jy(nex,ney+1)-Jy(nex,ney))/dely ;         
            end 
         end 
% GOING to AVERAGE divJ                      
    for ney=ygrnd:nymax 
        for nex=1:nxmax    
              rhonow(nex,ney)=rhonow(nex,ney)+divJ(nex,ney)*delt ; 
               if(rhonow(nex,ney) <= 0) 
                   rhonow(nex,ney)=0; 
               end 
              rhonow(nxmax,ney)=rhonow(nxmax-1,ney); 
%   % doesn't impact  
            if(ney<=ygrnd) 
               rhonow(nex,ney) =0; 
            end 
        end 
    end           
% BACKWARD  
          for ney=2:nymax 
            for nex=2:nxmax 
            divJ(nex,ney)=(Jx(nex,ney)-Jx(nex-1,ney))/delx    + (Jy(nex,ney)-Jy(nex,ney-1))/dely ;                                     
            end 
         end 
%   AVERAGE        
    for ney=ygrnd:nymax 
        for nex=1:nxmax    
              rhonow(nex,ney)=rhonow(nex,ney)  + divJ(nex,ney)/2*delt ; 
               if(rhonow(nex,ney) <= 0) 
                   rhonow(nex,ney)=0; 
               end 
            rhonow(1,ney)=rhonow(2,ney);    
            rhonow(nxmax,ney)=rhonow(nxmax-1,ney); 
% doesn't impact  
       end 
    end    
        for nex=1:nxmax   
                rhonow(nex,39)= rhonow(nex,40)/2; 
                rhonow(nex,40)= (rhonow(nex,39) +rhonow(nex,41))/2.; 
        end 
% Graph results  
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    nxmid=floor(nxmax/2); 
     ey_base(nt)=ey(nxmid,60+1);     
  'nt' 
  nt 
% store sample field point  
       if(floor(nt/nmap)*nmap==nt)    
       Mapping 

figure(3) 
subplot(211) 
     [XX,YY] = meshgrid(xp,yp); 
      contourf(XX,YY,(rhonow)',10); 
      colorbar 
      s2=num2str(time(nt));       
      s1='rho (C/m^3) at t=' ;       
      s=[s1 s2]; 
      title(s) 
      xlabel('x(m)'); 
      ylabel('depth(m) '); 
figure(4) 
       % max(max(PhiMap)) 
       hold on 
         contourf(XX,YY,PhiMap',20); 
         colorbar 
         scale=5; 
         quiver(xp,yp,ex',ey',scale,'r') 
         title(' potential(V) and Field Vectors') 
         xlabel('x(m)'); 
         ylabel('y(m)'); 

       pause  
       end 
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