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Abstract 

Peer review, our current system for determining which papers to accept 

and which to reject by journals and conferences, has limitations that impair the 

quality of scientific communication. Under the current system, reviewers have 

only a limited amount of time to devote to evaluating papers and each paper 

receives an equal amount of attention regardless of how good the paper is.  We 

propose to implement a new system for conference peer review based on ant 

colony optimization (ACO) algorithms.  In our model, each reviewer has a set of 

ants that goes out and finds articles. The reviewer assesses the paper that the 

ant brings according to the criteria specified by the conference organizers and 

the ant deposits pheromone that is proportional to the quality of the review.  Each 

subsequent ant then samples the pheromones and probabilistically selects the 

next article based on the strength of the pheromones.  We used an agent-based 
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model to determine if an ACO-based paper selection system will direct reviewers’ 

attention to the best articles and if the average quality of papers increases with 

each round of reviews.  We also conducted an experiment in conjunction with the 

2011 UNM Computer Science Graduate Student Association conference and 

compared the results with our simulation.  To assess the usefulness of our 

approach, we compared our algorithm to a greedy algorithm that always takes 

the best un-reviewed paper and a latent factor analysis recommender-based 

system.  We found that the ACO-based algorithm was better than either of the 

greedy or recommender algorithms at directing users’ attention to the better 

papers. 
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Introduction 

The peer review system is the cornerstone of the vast majority of modern 

scientific communication.  It is the method for determining which research is 

suitable for dissemination and where it should appear. Despite the success of the 

current system, there are some disadvantages of peer review.  There are 

questions of fairness and bias towards established authors, and how big a role 

chance plays in determining whether a paper is accepted (Neff BD 2006).  

Computer science publishing is based on conference proceedings. A small group 

of reviewers is tasked with determining which papers are suitable for 

presentation at the conference and later inclusion in the proceedings and also 

assigning them to groups based on the paper's topic.  The restricted pool of 

reviewers means that each reviewer must assess many papers and each paper 

can only be seen by a few reviewers.  Furthermore, each paper receives the 

same amount of attention from the reviewers regardless of how good the paper 

is.   

Peer review as a principle enjoys tremendous support, but as a process 

only 8% of those surveyed agreed with how it is actually implemented (Chubin 

and Hackett 1990).    Peer review purports to objectively determine which papers 

are suitable for publication. However, when this has been tested experimentally, 

the probability that reviewers agree with each other is no better than chance 
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(Rothwell and Martyn 2000) and that the process is very poor at identifying flaws 

(Godlee, Gale et al. 1998). 

We propose to implement a new system for computer science peer review 

based on ant colony optimization (ACO) algorithms.  ACO algorithms have been 

used to efficiently allocate limited resources, such as for the traveling 

salesperson problem (TSP), engineering applications such as the design of VLSI 

chips (Arora and Moses 2009), network routing (Kwang Mong and Weng Hong 

2003; Marco Dorigo 2006) and data mining (Parpinelli, Lopes et al. 2002).  The 

ACO algorithm is a metaheuristic that has been used to solve combinatorial 

optimization problems.  Each ant explores the solution space and leaves a 

pheromone trail that indicates the quality of the solution it has found.  Other ants 

encountering these trails will preferentially follow the trails left by the ants who 

found the best solutions.  As more ants find the better trails, those trails become 

reinforced until the colony as a whole converges on the best solution.     

ACO algorithms were inspired by observations of foraging behavior in 

ants.  While individual ants have only a limited view of their surroundings, the 

colony as a whole can arrive at a globally near-optimal solution.  Ants 

communicate through the exchange of chemical signals called pheromones.  

Ants lay these volatile compounds on the ground if they find a resource that is 

useful to their nest, e.g. food, a new nesting site, building materials (Goss, Aron 

et al. 1989; Beckers, Deneubourg et al. 1992).  When other ants encounter a 

pheromone trail, they preferentially follow it.  If the trail leads to a food source, 

these ants leave a pheromone trail of their own as they return to the nest.  In this 



 3 
 

way, the best food sources attract ants which leave pheromone trails that attract 

more ants.  This produces a positive feedback effect that allows the ants to 

quickly exploit the available resources (Marco Dorigo 2006).  ACO algorithms 

work by reducing the size of a search space so that bad solutions become highly 

improbable (Marco Dorigo 2006).  Ant colony optimization algorithms are an 

efficient strategy for integrating multiple individual decisions into a single good 

solution.   

We used this property of ant colonies to direct the attention of the ants as 

inspiration for our modification to the current peer review system.  In our model, 

each reviewer has a set of ants that goes out and finds articles. The reviewer 

assesses the paper that the ant brings according to the criteria specified by the 

conference organizers and the ant deposits pheromone that is proportional to the 

quality of the review.  Each subsequent ant then samples the pheromones and 

probabilistically selects the next article based on the strength of the pheromones.   

We used an agent-based model (ABM) to determine if an ACO-based 

paper selection system will direct reviewers’ attention to the best articles and if 

the average quality of papers increases with each round of reviews.  ABMs are 

useful for modeling systems in which complex behaviors emerge from 

interactions among individual agents with relatively simple behaviors (Grimm, 

Berger et al. 2006).   Additionally, if the goal is to determine which papers will be 

accepted, the model can also be used to determine which papers exceed a given 

cutoff.  For example, if the conference can only accept the top 40% of the papers 

they receive; those papers that are closest to the cutoff would receive the most 
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scrutiny.  We also looked at the sensitivity of the model to amount of agreement 

on paper quality and the degree of trust among the reviewers on convergence of 

the model on the target paper quality.  To assess the utility of our approach, we 

compared our algorithm to a recommender system based on latent factor 

analysis.  Finally, we compared the ability of all three algorithms to correctly rank 

the papers according to their pre-determined paper quality. 

 

Methods 

Simulation 

To test whether our ACO network would be useful for evaluating and 

sorting papers for a CS conference, we simulated the peer review process using 

an agent-based model.  The agents in this model are ants that search through 

the papers and bring them to the reviewers. Paper quality was modeled as a 

normal distribution.  The mean of the distribution was a quality score which could 

be considered the “ground truth”.  This would be the paper’s score if it was 

reviewed by a large number of reviewers such that further reviews would be 

unlikely to change the score.  As shown in Figure 1, each of these means was 

drawn from an overall normal distribution in order to reflect the diversity of papers 

a conference is likely to receive, and the amount of diversity was determined by 

the distribution’s standard deviation.  This overall standard deviation controlled 

how dissimilar the paper qualities were.  Each paper had its own standard 

deviation, for its own distribution which determines how widely the reviews for the 
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paper can vary.  The higher the paper’s standard deviation, the less likely 

different reviewers will agree with each other.  This was a parameter of the model 

that we varied to examine the effect of reviewer agreement on the ability of the 

network to converge on the target paper score.

Another factor we considered was reviewer bias; each reviewer may have 

a tendency to rate papers either higher or lower than the mean.  We modeled this 

by skewing the normal distribution from which the paper scores were drawn by a 

factor that was unique for each reviewer.  This skew factor was chosen by 

randomly selecting a factor from a normal distribution with a 0 mean and a 

standard deviation which was varied from 0 to 4 to determine the effect of the 

amount of bias on the algorithm’s ability to pick the best papers. Each review 

consisted of selecting a score from this skewed normal distribution.

Figure 1. ACO peer review algorithm
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To ensure that each paper was reviewed at least once, each ant randomly 

selected a paper until all papers have received one review. The reviewers 

selected the score (on a scale of 1 to 10) from the skewed normal distribution 

and placed a pheromone trail to the paper that is equal to the reviewer’s score.

For subsequent rounds of reviews, the ants sample the pheromone trails and 

select the next paper for review probabilistically based on the average quality of

the reviews for each paper up to that point.  Since paper quality is static, we did 

not include evaporation as has been done for other implementations of the ACO 

algorithm (Marco Dorigo 2006). The probability of a paperi being selected by 

reviewerj was determined using an exponential equation:

(1)

Where pij is the probability that paperi is selected by reviewerj, Nj is the list 

of unread papers for reviewerj, is the mean pheromone value for the ith paper, 

τμ is the average pheromone value for all papers. The base factor, b, reflects

how much the reviewers trust the opinions of the other reviewers. The effect of 

this equation is that the higher the base factor, the more likely that the better 

papers are selected.  The exponential form was chosen for equation 1 to 

implicitly model the positive feedback effect of ants reinforcing pheromone trails. 

The base factor was the same for each paper.  We varied b between 1 and 2 to 

investigate the role of trust in directing reviewers’ attention to the best papers.
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Table 1. Ranges and values of parameters used in simulation 

  

Parameters Value 
Pheromones 1-10 
Base 1-2 
Mean of paper standard deviation distribution 0-4 
Standard deviation of standard deviation distribution 0.5 
Mean of paper distribution 5 
Standard deviation of paper distribution 3 

 
Mean of distribution for skew values 0 
Standard deviation of distribution for skew values 0-4 
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To assess how our algorithm matches up to other methods for selecting 

papers, we compared our algorithm with other methods for selecting papers to be 

reviewed.  First we used a greedy algorithm that always selected the best paper 

that the reviewer has not reviewed yet.  Unlike our ant-based algorithm, papers 

were selected deterministically based on the quality of the previous reviews, 

instead of probabilistically.  Next, we tried recommender system algorithms, 

which are used extensively by online retailers to direct customers to products 

they might like (Melville P and Sindhwani 2010).  We used a type of 

recommender system called collaborative filtering where the previous history of 

reviews is used to predict whether a user will like other items.  We used a type of 

collaborative filtering called latent factor analysis (Bell R, Koren Y et al. 2009) to 

detect underlying patterns in the user-response matrix (URM ) to predict ratings 

for un-reviewed papers.  Reviewers were directed to the papers that the 

algorithm predicted would get the highest score for that reviewer.  One problem 

inherent to collaborative filtering is making recommendations when there is no 

history.  We used the greedy algorithm when the recommender algorithm was 

unable to select a new paper.  This is not a problem for the ACO algorithm since 

it assumes that all users will have similar opinions about all of the items.   

To determine the latent factors in the pattern of user-item reviews, we 

used an algorithm based on singular value decomposition (SVD) (Bell R, Koren Y 

et al. 2009; Melville P and Sindhwani 2010; Grigorik 2011).  The algorithm 

consisted of taking the SVD of the URM which decomposes it into 3 matrices, U, 
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S and VT.  U and V are orthogonal rotation matrices while S is a scaling matrix.  

The first k singular values are used to embed each user in k space, where k < the 

rank of the matrix.  This decomposition can be used to approximate the original 

URM.  This space is a lower-dimensional model that captures some underlying 

features of the original data that we can use to compare the similarity of users.  

These features can then be used to predict a user’s opinion about an item they 

have not seen yet.  

Once the lower order matrix is computed, each user is compared to all 

other users using cosine similarity, as shown in equation 2:

(2)

Where wa,u is the similarity between the active user a and u, one of the other 

users being compared to the active user, are the ratings by the active user 

and are the ratings of the comparison user.  This similarity was used to 

calculate missing entries in the URM by taking a weighted average of the ratings 

by users in the active users’ similarity neighborhood as show in equation 3:

(3)

Where is the prediction for the active user for the ith item.  

We compared the ability of each algorithm (ACO, greedy and SVD) to pick 

the best paper given the variability of the papers and the biases of the reviewers.  

We determined the correlations between the a priori paper quality, the “ground 

truth” that was determined before the simulation was run, and the number of 

reviews the paper received.  We also determined the correlation between paper 
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quality and the average quality of the papers reviewed for each round of reviews. 

Each round was considered one time step and the pheromone trails were 

updated after each review.  Each simulation was run 20 times to average the 

variability due to the stochastic elements of the simulations.  We analyzed the 

response of the three algorithms to varying levels of reviewer bias by varying the 

standard deviation of the zero-mean normal distribution from which the skew 

factors were drawn and the standard deviation of the distribution from which the 

paper means are drawn.  The skew factor for each reviewer determines the 

amount the paper score distribution deviates from the normal distribution, while 

the standard deviation determines the width of the normal distribution.  Each 

paper would then consist of a unique distribution for each reviewer determined by 

the mean and standard deviation for that paper and the skew factor for the 

reviewer.  

Another issue we investigated was how many reviews are necessary to 

rank the papers.  Each paper was ranked according to their true value as 

determined in the initialization procedure.  After each review, this true ranking 

was compared to the how each algorithm actually ranked the papers.  The sum 

of the absolute difference between the two rankings, divided by the number of 

papers was calculated to determine the average error per paper for each 

algorithm.

                                            (4) 

Where rd is the average rank difference, qr is the rank for each paper 

according to the value assigned to that paper at the beginning of the simulation, 
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pr is the paper ranking according to the algorithm (ACO, greedy or recommender) 

and N is the total number of papers.   

Pseudocode: 

Initial Phase: 

For i = 1 to number of papers 
 Randomly select reviewerj 
 Assign paperi to reviewerj 
 Evaluate paperi 
 Add paperi to reviewerj’s list of papers read 
 Place pheromone for paperi.  
 Remove reviewerj from list of initial reviewers 
End 
 
 
ACO phase: 
For j = 1 to number of reviewers 
 For k = 1 to number of ants 
  Remove papers that reviewerj has already seen 
  Choose paperi to read with probability pij given by equation 1 
  Evaluate paperi 
  Add paperi to reviewerj’s list of papers read 

Place pheromone for paperi. 
 End 
End 
 

 

Experiment 

We tested the ability of our algorithm to pick the best paper by conducting 

an experiment in conjunction with the 2011 UNM Computer Science department 

graduate student symposium.  A call was sent to all graduate students and 

faculty to review papers and a total of 7 reviewers agreed to review the 10 

papers from the conference.  Each reviewer was asked to review 2-3 papers and 

to give each paper a score between 1 and 10.  The reviewers entered their 
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reviews into a web form written in PHP and all of the information for the 

experiment was stored in a MySQL database (see Appendix for pseudocode).  

Matlab was used to implement the ACO algorithm.  Just as for the simulations, 

for the first round each paper was randomly assigned to reviewers until all papers 

received one review.  After the initial round, the ACO algorithm was used to 

select the next paper for the reviewer to evaluate.  Also as for the simulation, the 

score given by the reviewer was used for the pheromone values.  The 

exponential bias equation (eqn. 1)  was used for paper selection with the base of 

the exponent set to 2, which simulations showed to effectively direct reviewers to 

the best rated papers.   

After each review was entered into the web form, the PHP script wrote the 

reviews to the MySQL database and then wrote all of the reviews from the 

database to a text file.  Matlab read in the reviews and executed the ACO 

algorithm.  The ACO algorithm selected the next paper for the reviewer to 

evaluate and the PHP script displayed a link to this paper on the server where 

the papers were stored.  The Matlab program wrote the list of papers each 

reviewer had read and the list of pheromones for each paper to a text file.  After 

the next review, this list of papers and pheromones was read into Matlab for the 

next review.   
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Results 

Simulation 

Our goal was to determine whether an ACO algorithm could direct 

reviewers’ attention to the simulated papers that were deemed most important.  

First, we tested the ability of our algorithm to determine which papers were the 

best (based on the quality assigned at the beginning of the simulation) and how 

sensitive this determination was to variation in the parameters.  The base factor 

(b) was set to 2 and the standard deviation of the paper reviews was set to 2. 

Figure 2. Plot of average paper quality (±SEM) for each round of reviews. Average 
quality improves with time 
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We found that there was a positive correlation between how many papers 

a reviewer has evaluated and the quality of the papers the reviewer receives.  As 

seen in Figure 2, after each round of reviews the better papers were more likely 

to be selected for review.  However, the increase in quality plateaued after the 

third review.  This was because each reviewer could only evaluate a paper once 

and so once they have seen all of the best papers there could be no further 

increase in quality.  The effects of changing the number of reviewers or papers 

were not investigated to determine how they affect the plateau in paper scores.  

We also found a positive correlation between the quality of papers and the 

number of reviews the paper received.  Figure 3 shows that the number of ants 

that visited a paper depended on the pre-determined ground-truth quality of the 

paper.   
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 Figure 3.  Plot of number of reviews (±SEM) for each paper of a given quality. Higher 
quality papers receive more reviews 

 

Two important factors that affect the ability of the model to select the best 

papers are 1) the amount of agreement the reviewers have on the quality of the 

papers and 2) how much they need to rely on each other’s judgment for the 

algorithm to work.  Too much disagreement could mean that the reviewers would 

not see an improvement in the paper quality, or if the goal is to decide which 

papers to accept, convergence on the target paper quality. We modeled this by 

varying the standard deviation for the normal distribution that paper scores are 

drawn from. This interacts with the degree of trust between the reviewers.  While 
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too little trust could mean that reviewers would receive papers that were selected 

at random instead of by how much other reviewers liked the papers, too much 

trust could amplify the effects of disagreement among reviewers.  To explore 

these interactions, we ran all combinations of base factors between 1 and 2, in 

increments of 0.25 (completely random and completely deterministic paper 

selection) and paper standard deviations between 0 and 4 in increments of 0.1 

(complete agreement and complete disagreement) and determined the 

correlations between the paper quality and the number of reviews a paper 

received and between paper quality and the improvement of average paper 

quality over time.  20 simulations were run with each combination to average out 

the stochastic elements of the paper selection process.   

To determine the interaction between base factor and the standard 

deviation of the paper scores, the Pearson product-moment correlation 

coefficient was computed for each combination of base factor and standard 

deviation.  Figures 4 shows the effects of these interactions on the correlation of 

the number of papers a reviewer has evaluated up to that point and the quality of 

the papers reviewed.  There was a large increase in this correlation between 1 

and 1.25 and then the correlation plateaued above 1.5.  This correlation was less 

sensitive to decreasing the amount of agreement among reviewers.  While there 

were significant correlations between the standard deviations of the paper 

distributions and increase in paper quality over time, this effect decreased as b 



 17 
 

increased (Table 2).   

 

Figure 4. Decreasing the influence of other reviewers’ opinions on paper selection 
decreases correlation between paper quality and the increase in paper quality over time 
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Table 2. Percent change, correlations (R) and significance values (P) for paper quality 
vs. time 

  

 b = 1 b = 1.25 b = 1.5 b = 1.75 b = 2 

R -0.1655 -0.8185 -0.9007 -0.9106 -0.8550 
P 0.3010 0.0000 0.0000 0.0000 0.0000 
Percent change -84  -40 -34 -27 -18 
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Figure 5 shows the corresponding effects on the total number of reviews a 

paper receives.  The number of reviews a paper received was also very 

dependent on the b for values between 1 and 1.25 and plateaued above 1.5.  

However, the effect of increasing the variability of the reviews was much less; 

there were only significant decreases for values of b equal to 1.5 or below (Table 

3).  

 

Figure 5. Decreasing the influence of other reviewers’ opinions on paper selection 
decreases correlation between paper quality and the number of reviews a paper 
receives. 
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 b = 1 b = 1.25 b = 1.5 b = 1.75 b = 2 

R -0.1313 -0.6248 -0.4827 -0.1910 0.0431 

P 0.4131 0.0000 0.0014 0.2316 0.7891 

Percent change -116 -33 -8 -2 2 

Table 3. Percent change, correlations (R) and significance values (P) for paper quality 
vs. number of papers 
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We compared the performance of the ACO, greedy and recommender 

algorithms in their ability to find the best paper.  Figure 6 shows that all three 

were able to direct the ants to the best papers, with the ACO and greedy 

algorithms outperforming the recommender system.   

Figure 6.  Comparison of ACO, greedy and recommender algorithms 

To more accurately model the individuality of the reviewers, we 

incorporated a skew factor to the normal distribution from which the paper scores 

were drawn.  The skew factors for each reviewer were drawn from a normal 

distribution so that most reviewers drew their scores from a minimally biased 

distribution while a few drew their scores from distributions whose modes were 
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well above or below the mean of the distribution.  The standard deviation of this 

distribution was varied from 0 to 4 to investigate the effect of increasing the bias 

on the ability of the algorithm to find the best paper and for the average paper 

quality to increase over time.  We used this procedure to compare the three 

different algorithms, ACO, greedy and recommender.  None of the algorithms 

were affected by the  amount of skew in the range that was tested (p= 0.6344, 

0.1632, 0.3079, respectively).  Both the ACO and greedy algorithms were 

significantly different from the recommender algorithm (p < 0.0001 for both) while 

the ACO algorithm was better than the greedy algorithm (p < 0.001). 
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Figure 7. Increasing the skew of the distribution of the reviews does not affect 
performance of ACO algorithm. 

 

We tested the abilities of all three algorithms to correctly rank the papers 

by quality.  We compared the assigned paper values to how each algorithm 

ranked them and found that, while all three algorithms were able to rank the 

papers fairly well, the ACO algorithm made fewer errors than the greedy and 

recommender algorithms (Figure 7).   
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Figure 8.  Difference in paper rankings for ACO, greedy and recommender algorithms 
from their true rankings. 

 

Experiment 

Table 4 shows the 18 reviews from the 7 reviewers from our experiment 

with the UNM Graduate Student Symposium.  Numbers indicate the overall 

quality of the paper where ‘0’ indicates no review for that paper by that reviewer.   

The mean score was 7.6, the standard deviation was 1.12 and the range was 

between 6 and 10.  The number of papers each reviewer evaluated and the 

number of reviews each paper received varied between 1 and 3.  Three papers 

received only 1 review, 3 received 2 reviews and 4 received 3 reviews.  

Unfortunately, the number of reviews was very small.  Also, the initial round of 

reviews included 12 papers due to the fact that some papers were assigned 

more than once during the initial round because of the variability in the length of 

time it took reviewers to record their evaluations.  The mean score of the reviews 
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after the initial round, when the ACO algorithm determined which paper for the 

reviewer to evaluate next, was 7.1667.  The reviews after the initial round were 

not statistically different from the reviews during the initial round (p = 0.128).   
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Paper number 
Re

vi
ew

er
 

 1 2 3 4 5 6 7 8 9 10 

A 0 6 9 0 0 0 0 0 7 0 

B 0 0 10 0 8 9 0 0 0 0 

C 0 0 0 7 0 0 8 7 0 0 

D 7 0 0 0 0 0 0 0 7 7 

E 8 0 0 0 0 0 0 0 0 0 

F 0 0 0 0 0 0 0 0 6 8 

G 8 0 0 6 0 0 0 9 0 0 

 

Table 4. Reviews from experiment 
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Paper Mean score Score standard  
deviation 

1 7.7 0.58 
2 6 0 
3 9.5 0.71 
4 6.5 0.71 
5 8 0 
6 9 0 
7 8 0 
8 8 1.4 
9 6.7 0.58 
10 7.5 0.71 
Table 5. Score summary 
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Discussion 

 We found that our system for changing the peer review process can 

successfully direct reviewers’ attention to the best papers.  The best papers 

received the most reviews, there was an increase in paper quality over time and 

the algorithm could rank the papers correctly.  We found that the ACO algorithm 

was robust to decreasing reviewer agreement while remaining sensitive to 

changes in the base factor necessary for emphasizing the best papers.  

Changing the goal to selecting papers nearest to a cutoff for acceptance is 

equivalent to selecting the best paper, since it is only a matter of rescaling the 

paper scores by distance from the cutoff.   This would favor the papers nearest 

the cutoff instead of the papers that received the best reviews.  Our experiment 

with the UNM graduate student symposium, however, did not have sufficient time 

to adequately test whether the ACO algorithm is useful for an actual computer 

science conference.   

 While all three algorithms were able to find the best papers, the ACO-

based algorithm was more robust to inaccurate reviews.  The probablistic nature 

of the ACO algorithm was less sensitive to errors.  While both algorithms use 

positive feedback to increase the likelihood that the best papers are selected for 

reviews (Dorigo, Maniezzo et al. 1996), the greedy algorithm is more susceptible 

to errors since it always takes the best paper available and if a low quality paper 

is given an overly generous first review the network is less able to recover.  The 

probabilistic ACO algorithm exhibits better fault-tolerance because in a sense it is 
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exploring multiple solutions in parallel (Dorigo, Maniezzo et al. 1996), while the 

greedy algorithm converges on the best solution at the time, even if it is not close 

to the optimal.  While the reason for the poor performance by the recommender 

system has not been determined, one possibility could be a problem inherent to 

this type of algorithm.  Collaboration-based recommender systems rely on 

patterns in the user-item matrix.  So, when only a few items have been rated, 

there is very little for the algorithm to work with.  Especially in the beginning, the 

user-response matrix is very sparse and so it is unlikely that the performance of 

the recommnder system could be improved. 

 The concept of pheromones encompasses all criteria important for the 

reviewing process.  This can be extended to include other criteria such as 

novelty, technique, style and topic.  Big heterogeneous conferences with a large 

diversity of topics could use pheromones to direct reviewers to papers that are 

more relevant to their expertise.  Reviewers could enter information regarding 

their research interests and then rate papers according to topic attributes along 

with the quality of the paper.  The pheromones would then be a vector 

incorporating all of the criteria relevant to the conference.   

 One can make the case that time is the most precious resource we have.  

The duties and responsibilities of scientists are never-ending.  Any steps taken to 

conserve this resource will benefit authors, reviewers and editors.  Authors will 

benefit from more thoughtful and informative reviews.  Automating the work 

involved in deciding which reviewer should review which paper and determining 

which paper should be accepted will decrease the amount of work for the editors.  
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Improving the peer review process will increase reviewer participation and 

enthusiasm.  When reviewers feel that their hard work contributes to the overall 

quality of the conference they will be more willing to devote the time and energy 

necessary to give good reviews.  If one accepts the premise that there is an 

intrinsic quality score for each paper, then the more time a reviewer spends 

evaluating an article will result in a review closer to this score and so decrease 

the variance and decrease the number of reviews necessary for each paper.    

 The experience of conducting our experiment with the UNM graduate 

student colloquium has resulted in many lessons learned.  Reviewers entered 

their reviews into a PHP-powered web form; this information was stored in a 

MySQL database as well as text files and a Matlab program actually executed 

the ACO algorithm.  The program would read in the text files, execute the 

algorithm and write the output and all the variables necessary to keep track of the 

state of the algorithm.  All communication with the MySQL database occurred 

though PHP.  Unlike with the simulation, the papers with the highest scores did 

not receive more reviews than papers with lower scores.  The problem arose 

from using text files to store the state of the ACO program in between reviewers.  

Several errors occurred where Matlab was unable to write its output to the text 

files which resulted in an inappropriate state when it processed the next reviewer.  

The algorithm, therefore, did not have accurate input when it picked the next 

papers for reviewers.  In the future, it would be preferable for Matlab and MySQL 

to communicate directly instead of exchanging information via text files and PHP.   
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The experiment accomplished two things: it provided data about the 

distribution of reviews and it allowed us the opportunity to construct a framework 

for conducting peer review experiments.  In the future, we would like to use this 

framework to test the conclusion of the simulation that the ACO algorithm is 

better at selecting papers than the greedy algorithm.   

 The goal of this project was to demonstrate the utility of our ACO 

algorithm in directing reviewers’ attention for conferences where a pool of 

reviewers assesses the quality of a group of submitted papers.  However, this 

approach would likely be useful for other peer review processes.  The algorithm 

could be adapted for review of articles for biomedical journals.  Currently, an 

editor chooses 2 reviewers for each paper, and if they disagree on whether the 

paper should be accepted or not, either the editor makes a decision based on 

these two reviews or the paper is sent to a third reviewer.  However, this process 

assumes that the reviewers will agree on what should be published which might 

not be a good assumption.  Rothwell and Martyn (2000) found that agreement 

between reviewers for two clinical neuroscience journals were no better than 

chance (Rothwell and Martyn 2000).  In addition, it has been found that in a study 

where errors were intentionally introduced into papers, that on average only 25% 

of the errors were found (Godlee, Gale et al. 1998).   

These problems could be mitigated by expanding the number of reviewers 

for each paper and using the ACO algorithm to handle the extra work involved in 

integrating the reviews.  Instead of picking the best two people to review an 

article, let a larger number of somewhat knowledgeable people become 
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reviewers.  The problem of picking two experts is becoming more difficult as 

research becomes more interdisciplinary.  A larger group of reviewers with a 

variety of research experiences and perspectives would be better at evaluating 

articles that cannot be neatly categorized.  While this has never been tested in 

peer review, it has been shown for other highly technical tasks such as 

interpreting lung x-rays that a large number of movie opinions were superior to a 

small number of experts (Surowiecki 2004). The ACO algorithm could assign 

papers to reviewers and rank each article for the editor.   

Some things we would like to improve for the future would be explicitly 

modeling the reviewers. One example would be if reviewers change their 

behavior over time in response to an expected increase in paper quality.  Another 

example would be to determine the effects of groupthink by creating correlations 

between reviewers.  Currently, each review is completely independent of other 

reviewers’ opinions.  What would happen if there was communication between 

reviewers about papers?  Poor reviews (either well above or well below the 

mean) do not affect other reviews; they are just as likely to be below as above 

the mean.  It is possible that correlations in errors could distort how well the 

papers are ranked. 

Another possibility we would like to investigate is using the ACO algorithm 

as a method for decreasing the number of reviews the reviewers need to 

perform.  As shown in Figure 7, the quality of the paper ranking by the ACO 

algorithm does not improve after the 30th review and so further reviews do not 

add any additional information.  There are two possibilities we will investigate, 
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one is to use the variance of the scores in the selection process.  The overall 

evaluation of papers that receive very similar scores are unlikely to change with 

further reviews and will be removed so that the reviewer’s attention can focus on 

the papers whose fate is more uncertain.  Another is to remove papers whose 

rank remains the same after multiple reviews.   

We would also like to include some of the best practices from the peer 

review process among the journals.  For example, the Artificial Intelligence 

conference includes the reviewer’s assessment of their experience with the topic 

of the paper, so that the views of experts and those not as familiar with a 

particular topic can have their evaluations properly weighted.  Another practice 

we will investigate is the use of multiple levels of reviews, where the results of the 

review are passed to a higher level for further review.    

 

 Appendix 

Pseudocode 

Experiment 

Initial Phase: 

• Register reviewer 
o Add username to MySQL database 

• Reviewer logs in 
• PHP queries MySQL to check if all papers have received at least one 

review 
o If so, enters ACO phase 
o Else, continues Initial Phase 

• A paper is selected randomly from the list of papers that have not been 
read 



 34 
 

• Reviewer enters review into PHP web form 
• PHP enters review into database 

o Updates list of papers reviewer has evaluated 
o Updates list of pheromones for paper 

• PHP writes list of papers reviewed and list of pheromones to text files 

ACO phase: 
• Reviewer logs in 
• Reviewer enters review into PHP web form 
• PHP enters review into database 

o Updates list of papers reviewer has evaluated 
o Updates list of pheromones for paper 

• PHP writes list of papers reviewed and list of pheromones to text files 
• PHP starts Matlab program that executes ACO algorithm 

o Read in text files with 
 list of papers reviewed 
 list of pheromones 

o Remove papers that reviewer has already read 
o Use eq. 1 to select next paper 
o Write to text file 

 list of papers reviewed 
 list of pheromones 

• Web page is generated with link to next paper for reviewer to read 
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