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moves ballistically in the B state and diffusively in the D state, and the overall motion
depends on how much time the walker spends in each of the metastates. Similarly, the
initial superdiffusive motion in the MVRW model for r < 1 can be understood as the
walker moving between a B and a D state as shown in Fig 7.2. The walker initially spends
most of its time in the B state, moving ballistically away from the origin in the direction of
unvisited sites. However, the walker has a constant probability of falling off the boundary
and into the D state where it moves diffusively over previously visited sites. As the size of
the region of cleaved products (the product sea) grows, the spider takes increasingly long
to return to the B state, and eventually becomes on average diffusive in the limit of long

times as observed in Figure 6.2.

7.1.3 The boundary and diffusive metastates

The superdiffusive motion of walkers and its eventual decay to diffusion (f = 0) or sta-
tionary equilibrium (f > 0) can be understood by noting that the only source of energy
available to the walkers is present in the substrate molecules, which are a locally-limited,

immobile resource.

After the walker starts moving and catalyzing sites, a contiguous region of product

sites called the product sea begins to form (Figure 7.3). At the boundary between the
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Figure 7.3: The irreversible catalysis of substrates to products leads to a spatial asymmetry in
substrate concentration at the boundary between the contiguous product sea and the contiguous
region of unvisited substrates. A residence time bias at the boundary causes a walker with k¢ < 1
to move ballistically in the direction of local concentration gradient. The boundary moves with
the walker in the + X direction because the legs irreversibly catalyze the attached substrates into
products.

product sea and unvisited substrates, the local substrate concentration gradient is in the
+ X direction.! The emergence of spatial asymmetry in concentration makes it possible for
an unoriented, symmetric walker to develop a directional bias. At the boundary, a MVRW
with k., < 1 is biased in the + X direction not because the legs are more likely to attach to
substrates, but because when they do attach to a substrate, they stay bound longer—there

is an effective residence time bias.

A walker with k., < 1 is only directionally biased when near the boundary, in which
case its legs irreversibly catalyze attached substrates to products, moving the boundary in
the + X direction as well. Thus, as argued in Section 7.1.1, as long as a walker is near the
boundary, it and the substrate/product boundary move ballistically outwards, away from

the origin.

The emergence of the boundary between the product sea and the unvisited substrates

'This is due to the semi-infinite surface configuration. For more general surface shapes and
orientations, the boundary will have a different orientation.
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Figure 7.4: The walker moves between boundary (B) and diffusive (D) metastates. The walker
moves ballistically in the direction of local substrate gradient when in the B state, but moves dif-
fusively over previously visited sites in the D state. The walker initially spends most of its time
in the B state, consuming substrate fuel. However, as the product sea grows the time to exit the D
state increases, leading to asymptotically diffusive motion in the absence of force, and equilibrium
stationary motion in the presence of force.

causes the walker to move superdiffusively, but eventually all walkers either move dif-
fusively (f = 0) or move to a stationary equilibrium distribution (f > 0). This can be
understood by decomposing the Markov process into two metastates: a boundary state (B)
wherein the walker is attached to substrates near the boundary of unvisited sites, and a dif-

fusive state (D) wherein the walker moves over the energy-devoid product sea (Figure 7.4).

When the walker is in the B state it moves ballistically in the + X direction, but when

it is in the D state it has no directional orientation, and it moves by ordinary unbiased
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Figure 7.5: Typical traces of p, for a MVRW with f = 0 for three k., values. The traces are
shaded blue when the walker is in the B metastate, and red when it is in the D metastate. Walk-
ers with smaller k., have longer B periods, but smaller velocity. The duration of D periods is
independent of time and grows with the size of the product sea.

diffusion for f = 0, or by — X-biased diffusion when f > 0. Figure 7.5 shows three typical
traces of the position of individual walkers under zero force, where B and D periods have
been shaded to show the alternation between states and the distinction between the ballistic

and diffusive motion.

The probability of a walker leaving the B state by moving sufficiently far in the — X
direction is independent of the absolute position of the boundary. Thus, the B metastate

is Markovian since the transition rate to the D metastate is independent of how long the
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walker has been moving or the current size of the product sea. The duration of the B state
does, however, depend on k., with smaller values leading to longer durations of ballistic

motion, but at smaller velocities (Figure 7.5).

In contrast, the D metastate is non-Markovian. The duration of a D-period depends
on the size of the product sea, and hence this duration grows as the walker catalyzes more
sites. In the case where f = 0, the time is quadratically dependent on the size of the product
sea, but when f > 0 this dependence becomes exponential, and for sufficient forces and
sufficiently large product seas, the probability of returning to the boundary once departed a
significant distance becomes effectively 0. Hence, the duration of B-periods is constant in
time, but the duration of D-periods grows. Eventually walkers spend nearly all their time
moving over products in the D state, and so approach the same equilibrium distribution as

the k., = 1 walkers, as seen in Figures 6.5 and 6.6.

In preliminary work investigating simple 1D spiders models without force, we have
shown analytically that the motion at the boundary is ballistic [112]. From results in
Figs. 6.2 and 6.5 the motion in 2D (at the ensemble level) is nearly ballistic even when
it opposes small forces, implying that individual walkers near the boundary must also be

moving nearly ballistically.

In summary, the ability of MVRWs to move superdiffusively when in the B metastate

depends on three fundamental conditions.

1) Multivalency — The MVRW must have k > 2 legs, and these legs must be con-
strained so that an unattached leg cannot attach too far away from another attached

leg.

2) Residence time bias — There must be a residence time bias between modified and
unmodified sites, such that the leg-substrate binding is longer lasting than the leg-

product binding. This happens when k; > ko + k5.
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3) Irreversibility — The irreversibility of substrate catalysis leads to the emergence
of the product sea and a substrate concentration gradient at the boundary between

visited and unvisited sites.

7.2 Brownian motors and biased transport in the MVRW
model

A Brownian motor or Brownian ratchet is a physical or chemical system that rectifies ran-
dom thermal energy into some form of useful work [99]. Thermodynamically, the function
of such a device requires an input of free energy, or must result in a net increase in the en-
tropy of the local environment. A principal property of a Brownian motor is its reliance
on random thermal (Brownian) energy either as a means for supplying the net motion of
the motor, or as a means for energetically inducing some chemical conformational change.
The purpose of the energy input is to bias or rectify this Brownian motion in some pre-
ferred direction. From a theoretical point of view, Brownian motors are interesting as they
are one of the more practical examples of systems that extract order from randomness [13].
One interpretation of the second law of thermodynamics states that the average random-
ness of a closed system must never decrease with time, and no Brownian motor is known
to violate this principle. A Brownian motor either operates in an open environment where
free energy is supplied chemically or in the form of a time-varying potential, or it operates
in an environment with ample reserves of Gibbs free energy that can be used to power the

motor for a sufficient amount of time.

Brownian motors have been described as a system where “mass motion is exclu-
sively powered by thermal fluctuations, i.e., Brownian movement, but under conditions
in which specific boundary conditions have been asymmetrically established at the ex-
pense of metabolic free energy.” [44] In the case of multivalent random walker systems,

the boundary between unvisited substrates and visited products is the asymmetry that rec-
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tifies the otherwise unbiased walker motion, resulting in biased superdiffusive motion.
The metabolic free energy expended is the result of the energetically downhill (AG < 0)
substrate conversion to product. Without a strongly negative AG, products might be trans-
formed back into substrates by the actions of the legs. The irreversibility of substrate
conversion to products is critical to the emergence of a continuously expanding product
sea and the associated outward moving, bias inducing substrate concentration gradient at
the boundary between this product sea and the unvisited substrates. Thus, while AG is
not a primary parameter in the MVRW model, it does play a functional role in enforcing
directionality in the system. For the results of Chapter 6 to hold, we require only that AG

it negative enough that the substrate catalysis remains effectively irreversible.

7.3 Natural molecular motors

Cells are increasingly understood as crowded environments where diffusion of larger mol-
ecules is slow and constrained by complex internal structures [122]. Diffusion is often a
limiting factor in chemical processes needed to maintain the biological functions of the
cell. Instead of relying on random, uncontrollable diffusion to move chemicals, eukary-
otic cells have developed a taxonomy of molecular motors that transport cargo along 1D
polymeric tracks. These translational molecular motors consume chemical free energy and

transduce it into mechanical work and directed motion.

One of the most studied natural translational molecular motors is kinesin. Kinesin mol-
ecules are incredibly efficient motors, and are critical to many cellular transport processes,
including mitosis [38, 128], organelle transport [59], and signaling in neurons [50, 63].
Hence, understanding how models describe their ability to move and do work is an impor-
tant reference point for developing models for other walkers in general, and multivalent

random walkers in particular.
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7.3.1 Kinesin structure and motion

Kinesin is a two-headed protein molecular walker that moves over an oriented 1D poly-
meric track, called a microtubule. Each head of a kinesin is identical and contains two
coupled binding sites. One site binds and catalyzes the breakdown of ATP, and the sec-
ond site binds in an oriented manner to sites that occur at regular intervals on the oriented
microtubule track. Each head is connected by a neck linker to a coiled-coil central neck

which acts as the body of the walker and connects the walking heads to a cargo [120].

Increasingly complicated observational experiments have shown that kinesins move
processively along a microtubule using a hand-over-hand type of gait, where catalysis of
the energy-carrying ATP molecule into ADP and Pi leads to the rearward head unbinding
and attaching towards the + end of the track, resulting in an approximately 8 nm step [119].
In the context of kinesin, directed motion means that a walker moves preferentially in a
particular direction (the +-end of the microtubule). Processivity means that the walker
makes many steps before dissociation. It has been shown that kinesins can move proces-

sively, against a force, up to a so-called stall force of approximately 5 — 8 pN [123].

7.3.2 MVRWs are a fundamentally different kind of motor

We now note the significant differences between how spiders and other multivalent random

walkers move, and how kinesin is thought to move.

Ergodicity

The most fundamental mathematical difference from a modeling perspective between the
two walkers models is that of ergodicity. Kinesins, and other motors that move over pe-
riodic, translationally invariant tracks, without modifying the track, and so are described
by ergodic Markov processes. They operate in a steady state, where each complete step

brings the walker back to the same initial (canonical) conformational state. A step may
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change the absolute position of the walker on its track, but translational invariance means
that the chemistry at this new site is not changed. In other words the translational invari-
ance of the track means that there is no local difference in the walker’s environment or
chemical state, and so each step operates under the same chemomechanical conditions and
at the same rates. Hence, when the states of the walker are discretized and the stochastic
actions of the walker are defined by a Markov process, the process has a regular, periodic
structure [8,77,79]. Thus, kinesin motion can be fully understood by examining those

chemomechanical cycles that start and end at a particular conformational state.

Multivalent random walkers are, however, a non-ergodic system because the walker
modifies the tracks over which it moves. The motion of the walker is not translationally
invariant as it explicitly depends on the irreversible modification of sites by past actions
of the walker. Neither does a MVRW move with the orderly and easy-to-model rigid
walking gaits of kinesin; instead, it moves via a multitude of uncoordinated gaits that lead
to complex, highly branched state spaces, making static analysis difficult to apply directly.
It is for these reasons that kinetic Monte Carlo simulations are the primary means for

analyzing MVRW behavior.

Furthermore, the non-cyclical and non-ergodic behavior of MVRWs makes it difficult
to compare their motion with kinesin because many standard descriptive statistics for ki-
nesin and other cyclical, ergodic translational processes do not make sense for MVRWs.
For example, MVRWs do not have a well defined force-dependent velocity v(f). A kinesin
will move with the same experimentally measurable [30] and analytically predictable [9]
velocity against force f at any location on its track. However, the motion of a MVRW de-
pends on its location on the track and the location of the boundary between substrates and
products, and thus any velocity must be a function of time. Even reporting an ensemble
estimate of random variable v(f; ) as a function of 7 is not very informative, because the
ensemble behavior averages together some walkers which are in the D state with some in

the B state, which means that v(f;7) tells us little about the typical velocity (i.e., that of an
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individual walker). Hence, we employ different measurement statistics such as ensemble
MSD (Section 6.1.1) and (AE) (Section 6.3), as they are more appropriate for understand-

ing biased motion in a non-ergodic system.

Structural differences

Multivalent random walkers accomplish processive, superdiffusive transport but they do
so through significantly different mechanisms from known natural molecular motors, such
as kinesin. Thus, a multivalent random walker presents a different perspective on biased
molecular motion and molecular motors, in that many of the chemical and structural fea-
tures that are essential to kinesin’s ability to act as a motor are not present in the multivalent

random walker model.

e Kinesins move over regular, oriented polymeric tracks, while MVRWs move over
arbitrary, unoriented 2D surfaces of substrate tracks. The MVRW tracks can be

heterogeneous or homogeneous, structured or unstructured.

e Kinesin heads are oriented, with separate binding sites for the track and the substrate
fuel, whose chemical kinetics are conformationally coupled [91]. The actions of the
two kinesin heads are mechanochemically coupled by long-range conformational
changes [120], whereby the kinetics of a single head dissociating depends on the
chemical conformational state of the other head [30]. In contrast, the legs of a
MVRW are unoriented and uncoupled. The conformational state of an individual
MVRW leg has no influence on the chemical or mechanical actions of the other

legs.

e Kinesin always moves with a rigid hand-over-hand walking gait where the leading
head alternates at each step. The chemomechanical coupling ensures that the trail-
ing head understands its orientation with respect to the track and the leading head,

making it more likely to unbind and move than the leading head [121]. A MVRW,
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however, has no preferred gait, and legs are unaware of their orientation. The leg
motion is independent and uncoordinated, restricted only by the finite length of legs,

and their connection to a common body.

In each of these areas of difference between kinesin and MVRWs, the mechanisms
employed by kinesin are more complicated to engineer from chemical building blocks,
but lead to more efficient and processive motion. However, based on the simulation results
presented in Section 6.3, we have shown that none of these properties are actually neces-
sary for a molecular walker to act as a translational molecular motor, as MVRWs can still
transform chemical energy into mechanical work without any of these complex structural

and chemical mechanisms.
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Chapter 8

Simulation Architecture

A large part of the complexity of numerical simulations is involved in storing, organizing,
retrieving, and analyzing data gathered from simulations. Data often need to be accessed
concurrently from multiple simulation and analysis processes, and this leads to fundamen-

tal issues in data consistency and availability.

This chapter explores the software engineering and data management issues involved
in simulation of multivalent random walker models. Our MVRW simulation framework is
a set of tools and libraries for distributed concurrent simulation and analysis of the MVRW
model. The object-oriented framework is written in Python and built arround a core set of
classes that define persistent objects allowing the manipulation of database tuples as in-

memory objects. In designing our simulation framework we set three basic requirements:

(1) Simulation data should be stored in a central relational database. Issues of data
consistency and correctness in the context of distributed, concurrent simulation and
analysis processes should be handled using the built-in transactional mechanisms

provided by the relational database.

(2) The simulation environment should use an object-oriented strategy so that we can
take advantage of inheritance to express the relationships between various simula-

tion objects and provide for code reuse.

(3) The simulation architecture must provide for management of large numerical data-
sets, providing fast access, but also maintaining data consistency under concurrent

access patterns.

Requirements (1) and (2) lead us to using object-relational mapping (ORM) techniques to

allow the mapping of class hierarchies to sets of relations in a relational database. ORM
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allows objects to be made persistent and available to concurrent distributed access by stor-
ing object state as tuples in the relational database. There are, however, fundamental
issues when using relational databases to store objects as tuples, as the semantics of the
relational model differs significantly from the semantics of object-oriented languages. To
address these issues, we have developed an ORM system called the natural entity frame-
work, which we describe in full detail in Chapter 9. Specifically, we use the SQLAlchemy
ORM software for Python, and our natural entity ORM framework builds on top of the

access layer provided by SQLAlIchemy.

In the remainder of this chapter we address the issues of the MVRW simulation ar-
chitecture that are orthogonal to the ORM topics covered in Chapter 9. In Section 8.1 we
discuss large data storage in the context of the goals of requirement (3), allowing us to

provide secure, fast, and highly structured storage for large numerical simulation datasets.

Finally, we present an overview of random number generation in the MVRW simula-
tion framework in Section 8.2. Random number generation is an issue that must be dealt
with carefully in any Monte Carlo simulation, but becomes more complex in distributed,
parallel simulations such as those we employ for the MVRW KMC simulation. We de-
signed the MVRW simulations to use parallel random number generation strategies that
allow a single master stream of random numbers from a single initial seed to be used to
generate an arbitrary number of independent random number streams, which can each be

used to generate a separate parallel KMC simulation trace.

8.1 Large numerical data storage

The MVRW simulations produce large amounts of measurement data that need to be orga-
nized and recorded. The application structure of the MVRW simulation relies on object-
relational mapping (ORM) (Chapter 9) to store persistent data as objects in a relational

database. Relational databases provide the transactional isolation and consistency guaran-
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tees that make the distributed simulation architecture possible. They also provide sophis-
ticated indexing and querying techniques that make retrieving objects easy and fast. How-
ever, to achieve these goals the relational database model has a very rigid data model. As
explained in detail in Section 9.2.1 a relation or table in a relational database is a collection
of tuples, and each attribute or column of a table corresponds to a atomic (unstructured)
data type. Specifically, this implies that a tuple cannot contain attributes of array type, as
this violates what is known as the 0-th normal form in relational models [26, 33]. In the
case of the MVRW simulations, some generated data take the form of a large numerical ar-
ray, which must be correctly and consistently associated with the database tuple describing

the simulation object.

8.1.1 Storage options for numerical arrays

A strict adherence to relational design would dictate that each array-like attribute is trans-
lated to a relation with a foreign key constraint that references back to the associated
relation’s primary key. This array representation is not practical or efficient for large nu-
merical datasets where fast sequential access to array elements is needed. Understanding
this limitation, modern databases, such as PostgreSQL, provide a more efficient array stor-
age mechanism by extending the relational model (and violating normal form) to allow
attributes of array type. This array data representation has the advantage that the seman-
tics of the array type attributes are recorded in the database directly, so the database can

provide extra functionality for storing, querying, and modifying data within the array.

Alternatively, PostgreSQL provides types for large binary data, allowing arbitrary data
to be stored directly in tuple values. Python provides a pickle module (and the faster
cPickle version) that can serialize nearly any Python object into a binary representation
which can then be stored directly in a binary-typed relational attribute. The SQLAlchemy
ORM framework provides column types for managing the storage of object attributes of

arbitrary Python type as binary attributes in PostgreSQL via the cPickle Python module.
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This method also has the advantage that the database holds all simulation data directly and
can manage concurrent access in a transactionally secure way. However, unlike an array-
typed relational attribute, PostgreSQL has no semantic understanding of the structure of
the data stored in a binary type attribute, and cannot provide any useful functionality to

manipulate the data within the SQL language.

Finally, we can bypass the database and store the array data in external files. In this
strategy the database tuple contains a file name or some other unambiguous external re-
source key that can be used by the simulation software to retrieve the external array data.
The array data on the file system are no longer protected from incompatible concurrent ac-
cess patterns by the database, so extra care must be taken in writing applications. However,
avoiding the database overhead can often be worth the extra data management complexity.
These external data files could contain serialized Python objects via the cPickle module,

or they could be structured in a more organized format, such as HDFS5.

HDFS5 data files

Hierarchical data format 5 (HDFS) [42] is a data file format developed with scientific and
numerical datasets in mind [28, 52, 108]. Like XML, HDFS5 provides a structured format
rather than a flat file, but the HDF5 data layout and library access is optimized for multidi-
mensional numerical arrays. Each HDFS5 file can also store relation-like tables, key/value
attribute pairs, and arbitrary binary data, all of which are arranged in an internal hierarchi-
cal file-system-like structure. The PyTables module provides fast Python access to HDF5
files, allowing their array data to be read from and written to numpy multidimensional

array objects in Python [3].

The primary drawback of the HDF5 data format is that it lacks any concurrency control.
This allows the HDFS libraries to be small and fast, but can lead to catastrophic data loss
as there are no safety controls for files that are accessed concurrently while they are being

written to.
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8.1.2 Access speeds for large data sets

In order to select the best data representation for the array-like data stored in the MVRW
simulation objects, we devised a simple test case. Using the SQLAlchemy ORM we create
a class of persistent objects with a numpy array-type attribute, and store an array of N 64-
bit floating point values. We measure the time to create a new object and save the array, as
well as the time to retrieve, read and sum all of the data in the array. Array elements are
read in after being invalidated, so that the ORM software is forced to reload the data from
the database, or from disk. However, we do not control for caching of data in memory by

the database or by the Linux file cache.

As shown in Figure 8.1, for each of the following representation methods we measure
and report the mean execution time for 50 trials of reading and writing array data of size

1 <N <108

1. Using SQLAlchemy and PostgreSQL

a. As a PostgreSQL column with Array(double) type

b. As a PostgreSQL LargeBinary column storing the pickled array using the bi-
nary cPickle protocol number 2, and the SQLAIchemy PickleType

c. As aPostgreSQL Text column storing the array using the text-format cPickle

protocol 0, and an SQLAIchemy extension of a TextPickleType
2. Using the cPickle module directly to read/write array data to a file

a. Using a local file

b. Using a remote file shared over NFS

3. Using PyTables to access the data in an external HDFS5 file, where data is stored in

a PyTables EArray type

a. Using a local HDFS file
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b. Using a remote HDFS5 file shared over NFS

Our results show that HDFS5 files are by far the fastest representation method for arrays

larger than 10* elements, which is the majority of data stored in the MVRW simulations.

Hence, we made the decision to store all non-atomic data in an external HDFS5 file associ-

ated with each individual persistent object. The ability to structure the HDFS file internally

as a file system makes it easy to store several array-valued attributes of an object in a sin-

gle HDFS5 file. The inability to allow concurrent access to the file, however, precludes the

possibility of using one file per persistent class, rather than the one file per object strategy

we employ.

The relative overhead of accessing files remotely over NFS is only a factor of 2-4 for

HDFS5 files, with the penalty decreasing for larger files. This is acceptable for our MVRW

application as the convenience of uniform file availability over network-attached storage

eliminates many implementation complications.
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Figure 8.1: The read/write speeds for accessing a single large floating point array stored as a

property of a persistent class using various data representation methods.
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Finally, we note that for applications with even larger data set sizes than are necessary
for MVRW simulations, HDFS5 files will provide further advantages. Array sizes much
beyond 10® become impractical for in-memory storage. At this size, the HDFS5 library’s
B-tree index of blocks allows PyTables to quickly index into large arrays stored on disk,
eliminating the need to store an entire array in memory at once as any pickling-based

strategies must.

8.2 Random number generation

Random numbers are a fundamental resource for all Monte Carlo algorithms. While al-
most all proofs of correctness and complexity for Monte Carlo algorithms assume that
numbers can be drawn uniformly at random over some interval, such a resource of truly
random numbers is normally not available on most computers. Fortunately, there are many
efficient pseudorandom number generators available that have all the distribution and cor-

relation properties necessary for Monte Carlo techniques.

A pseudorandom number generator (PRNG) is a deterministic algorithm that produces
a sequence of seemingly random numbers. A PRNG maintains a fixed-size internal state
s which is used to generate the random numbers. At step i, the PRNG generates the
random number x; = f(s;) and new state s;,; = g(s;). Because the functions f and g are
deterministic, whenever s; = s; all subsequent states will also be equal. One of the most
useful features of pseudo-random number generators is the deterministic nature of their
output. Determinism makes the processes of check-pointing, verifying, and debugging

Monte Carlo code much easier.

Because of determinism, a PRNG must have the state initialized to sy = h(6), where 6
is called a seed and is typically an integer or array of integers, and /4 is some method that
ensures that all possible seeds lead to well chosen starting values. The proper choice of

initialization function /4 is essential for Monte Carlo experiments where many independent
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runs of the same code will be run with different starting seeds. The sequences gener-
ated with different seeds need to be uncorrelated, which means all starting states must be

different.

8.2.1 Leapfrogging for parallel random number generation

A consequence of the finite size of the states s; is that any PRNG must eventually revisit
some previous state. In other words, there is a finite period p > 0 such that s; = s,
and hence x; = X, for all k > 0. This must be taken into account for long-running

simulations.

A Monte Carlo simulation that will be run m times, using up to n random numbers on
each run should have the property that all mn states of any run at any time will be different,
and the sequences of random numbers generated should be independently and identically
distributed and uncorrelated both within and between sequences. For most Monte Carlo
simulations, including those used in the MVRW simulation, only the first few decimal
places of the random floating point numbers are important, so distribution properties of

the small-order bits are largely irrelevant.

In the MVRW simulation, random numbers are used in two algorithms: (1) the kinetic
Monte Carlo simulation of the MVRW Markov process, and (2) The Metropolis-Hastings
sampling of the body’s equilibrium position. In order to prevent the possibility of overlap
between the random number sequence between two different random number sequences
chosen using arbitrary seeds, we use the leapfrogging strategy of parallel random number

generation as implemented in the Tina random number generator (TRNG) library [10].

The leapfrogging method allows a single seed value 6 to be used to simultaneously ini-
tialize an arbitrary number, m, of parallel random number streams of indefinite length [11].
Leapfrogging works by modifying the functions f(-) and g(-), so that they leap ahead by
m iterations of the PRNG sequence, defining ]T(s,-) = f™(s;) and g(s;) = £"(s;). Then from
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the single random seed 6, which gives initial state 4#(6) = sy, we simultaneously initial-
ize m random number sub-streams, each starting at s; for 0 < i < m, and each advanced
using the leapfrogged functions fand g. For arbitrary PRNGs, it may be expensive to
compute ]?and g, but for the restricted class of linear congruential generators [75], this
can be done quickly as a precomputation step, allowing leapfrogging to be nearly as fast
as the single-stream version of the PRNG [11,86]. The use of leapfrogging guarantees
that no two PRNG streams used in the simulation overlap at any point. Then, the same
mathematical guarantees of PRNG quality for single-threaded applications [71] also apply
to the distributed, parallel simulations, preventing the types of correlation problems that

have been shown to lead to inaccuracies in other KMC simulations [39].

Our MVRW simulation framework provides a Python module with an interface into
the TRNG library, allowing access to the same PRNG leapfrogged streams in both C
and Python. Thus, for the MVRW simulations we use a single seed for all the KMC
simulations that are used for investigating a single set of model parameters, and a single
seed for all the MH simulations used to precompute transition rates for a particular surface

and spider configuration.
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Object Relational Mapping and The Natural
Entity Framework

In order to address the fundamentally important issue of object identity and uniqueness
in object relational mapping we devised a new ORM strategy we call the natural entity
framework. We use the data uniqueness and consistency guarantees provided by the nat-
ural entity framework to allow the built-in uniqueness constraints provided by relational
databases to be enforced within the OO program runtime environment. This allows us
to prevent erroneous duplication or loss of data due to violation of value-based unique-
ness constraints on the persistent objects that represent simulation constructs and store
simulation data. This material is based on joint work with David Mohr and Darko Stefan-

ovic [92].

9.1 Introduction

In an object-oriented (OO) language, data are represented as objects, but objects are
transient—they have no persistence outside a particular process or between subsequent ex-
ecutions of a program. To make the data persistent and accessible for concurrent processes
in a structured form, an object-relational mapping (ORM) can be used to store objects as
tuples in a relational database.! An ORM is a method for translating between a data model
expressed as a class hierarchy and a data model expressed as a relational schema. ORM
software packages allow a program to create, read, update, delete, and query objects stored
persistently in a relational database using object and class methods of an OO programming

language.

There are other possibilities such as using a persistent object store and a programming lan-
guage that supports persistence natively. Without going into the merits of different approaches, we
concentrate on ORM because of its widespread use.
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Designing an ORM presents many challenges because the object data model and the
relational data model differ profoundly in how they represent, store, and access data. We
focus in this work on just one facet of the mapping between the models: the concept of
identity and uniqueness. Both data models are used to abstractly represent sets of physical
or conceptual entities. An entity has multiple properties; the values of these properties
may affect entity identity and entity uniqueness. However, the concepts of identity and

uniqueness have different semantics in the object model and in the relational model [66].

In relational models uniqueness is a value-based notion defined by relational keys. A
key 1s a minimal set of attributes (columns) of a relation that uniquely identifies a particular
tuple (row). It can be a surrogate key, an artificial value introduced solely to distinguish
tuples; or it can be a natural key, consisting of attributes that correspond to meaningful,
real-world, properties of the entities. The attributes in a natural key represent those prop-
erties of an entity that define its identity and uniqueness in the context of the application
and are well-known to the users of the entity. A natural key is a concise description that
can be used to query for the existence of a specific individual entity. Every relation must
specify a primary key, which is used as the default identifier for a tuple. For practical rea-
sons this is often a surrogate key. However, when a natural key exists, it often makes sense
to declare its existence as well by enforcing a uniqueness constraint on the natural key
attributes. This prevents the database from maintaining two copies of data that represent
the same entity. Additionally, declaring a natural key results in the database maintaining
an index on the natural key attributes, which allows queries involving the natural key to be

optimized [56].

In contrast, in object models value and identity are independent. While an OO execu-
tion environment enforces the uniqueness of object identities, this imposes no constraints
on the values of objects. Hence, when real-world entities are represented by objects, there
can be many distinct objects having the same values for a set of natural attributes and

thus representing the same entity. There are no mechanisms to prevent this error-prone
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duplication of entity representations, and typically no universal mechanism to query for

the existence of an object based on its value.

This fundamental difference in how uniqueness and identity are defined in relational
databases and in OO programming languages leads to problems when data representing
real-world entities are made persistent with a relational database, but are operated on as
in-memory objects. If there are multiple in-memory objects all denoting the same entity,
which object represents the true current state of that entity, and which one corresponds to
the database’s current state, i.e., the tuple representing the entity? This question becomes
even more confusing when there are multiple execution contexts operating on entities con-

currently.

To properly model the concept of entity uniqueness and identity at both the object
and the relational level, we propose a new framework of constraints and semantics for
object construction and interactions that can be enforced in modern ORM systems and
strongly object-oriented languages. Our natural entity framework provides a base class
NaturalEntity with the functionality described in the remainder of this chapter. Nat-
ural entities are persistent objects in an OO execution environment that directly enforce
value-based uniqueness constraints on natural attribute values. Other ORMs allow natural
keys and uniqueness constraints to be declared on the relational model, but they do not
enforce these constraints on the object model, or in the inheritance hierarchy. Making
these constraints explicit allows persistent objects to more directly represent the semantics
of relational tuples used to store their state. This simplifies the programmer’s conceptual

model and reduces potential problems with concurrency, entity identity, and uniqueness.

In contrast to creating regular objects, there is overhead when checking for value-
based uniqueness, but this overhead is not higher than manual enforcement of uniqueness.
It should be stressed that the proposed natural entities are otherwise normal objects that
exist alongside, and interact with, other objects, and that they can be queried and used

polymorphically. Hence, the natural entity framework does not reduce the expressiveness
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of the OO language, and a programmer is free to represent entities using persistent objects
that do not enforce uniqueness constraints, or using regular non-persistent objects. How-
ever, only through the use of the natural entity framework can the programmer maintain

the value-based uniqueness constraints for in-memory objects.

The primary contribution of the natural entity framework is that it allows the ORM
to manage and enforce value-based object identity and uniqueness on in-memory objects.
These value-based constraints match the constraints imposed by natural keys on the rela-
tions that store the persistent state of the natural entities. Thus the object model for natural

entities is modified to more closely match that of the relational model.

This framework provides several advantages: (1) natural entities have a strong concept
of value-based identity and uniqueness, accessible through object attributes and methods
that prevent multiple in-memory objects from representing the same conceptual entity
(Section 9.3); (2) the ORM can use an identity map to provide fast value-based queries for
in memory objects and a uniqueness constraint to provide fast queries for archived objects
(Section 9.4); (3) natural entities have constructor methods that automatically manage
the uniqueness constraints for in-memory objects and disambiguate object construction
from object retrieval (Section 9.5); and, (4) natural entities inheritance hierarchies can
be mapped automatically to a relational schema that uses the appropriate constraints and
relations necessary for maintaining natural key uniqueness constraints and for allowing

polymorphic queries (Section 9.6).

Given these features, the natural entity framework provides functionality that is lack-
ing in modern ORM systems and presents an often applicable abstraction that is easy to
understand and implement, allowing the programmer to spend more time on solving the

actual problems at hand.
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9.2 Background

To be specific about how the concept of uniqueness constraints is implemented, here we

summarize the terminology used for relational models and OO programming languages.

9.2.1 Relational model

A relation is a tuple of attributes denoted R = R(Ay,...,A,). The attributes come from
some domain A, and each attribute A; has a type 7;, (written A; : 7;), where 7; € T for
some set T of basic types. For brevity we omit type signatures where they are not essential
to the discussion. A relation instance is a set of tuples from the domain (A; X ... X A,)
that represents the current factual state of the relation. When it is not otherwise confusing,
the term relation is used to describe both the relation’s schema (attributes, types, and
constraints) and its time-varying instances (the tuples and their values). In the concrete
context of a relational database, a relation specifies the names and types of the columns of

a table, and an instance specifies a set of table rows and their values.

A non-empty set k C {Ay,...A,} is a key of relation R(A,...A,) if for any instance
of the relation, the value of the attributes in k uniquely determines a tuple and no proper
subset of k is also a key. Thus, a key is a minimal set of attributes that can be used to
define the identity of a tuple. A relation may have many keys. A key is simple if it
consists of a single attribute, otherwise it is compound. Each table must have a primary
key, which is used as the canonical set of attributes for identifying a row for the purpose
of database operations and references between tuples of relations. Primary key attributes
are underlined in the notation for a relation to highlight their role (e.g., R(A;, A, A3) has
a primary key {A;,A,}.) Associations between relations are expressed with a foreign key
constraint that restricts a set of attributes to values that come from the relational instance

state of a separate set of attributes that form a key [26].

A relational schema is a set R = {Ry,...,R,} of relations along with constraints. A
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relational database provides a set of types and mechanisms to define relational schemas
over those types. It maintains instances for each relation that obey all the restrictions and

allows queries to create, read, update, and delete tuples.

9.2.2 Object model

An object lives in memory and has identity, type, state, and behavior. An object’s state is
given by the values of a collection of named attributes that come from a set of types T’2.
In strongly object-oriented languages, objects have a concept of identity independent of
their attribute values or addressability [70]. This allows references to objects to be tested

if they refer to the same object, and hence forms a definition for object uniqueness.

An object’s type is some class C. A class creates objects: it defines names and types
for each attribute, and the set of methods that operate on the state of an object. These
methods define the behavior of the object. An object that belongs to a class is said to be

an instance of that class.

Inheritance.A set of classes C = {C;,...,C} is called a class schema. Classes have a
concept of inheritance. If C; inherits from C;, we write C; < C}, and the class C; inherits
all of the attributes and methods of C;. The inheritance relation is reflexive, transitive, and
antisymmetric, and so defines a partial ordering on the class schema, called the inheritance
hierarchy. This relation represents specialization as objects of class C; now can represent
all the state and behavior of C;, but can also add or modify attributes and methods. Thus,
if C; < C; and o is an instance of C;, then o is also an instance of C;. This property is
called polymorphism and allows objects to act as an instance of any class more general

than their own.

The maximal elements in the hierarchy are called the base classes. In many languages

2The set of OO types T’ may, but does not necessarily, intersect with the set of types T used in
the relational schema. They will almost certainly not be identical.
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multiple inheritance is possible, so a class can inherit directly from more than one class.
For the purposes of ORM specifically, and OO languages in general, multiple inheritance
introduces additional complexity that is best avoided, so we focus on single inheritance.
In a single inheritance class schema, the inheritance hierarchy is not a general lattice, but
a forest of inheritance trees, each rooted at a single base class. For single inheritance
hierarchies we can uniquely define the super relation Super(C;) = C; if C; < C; and
Ci < Cy < Cjimplies Cy = C; or C; = C;. In other words, the super relation determines
the smallest class larger than a given class, called the immediate superclass. Conversely,

C; is said to be a subclass of C;.

A class can be abstract or concrete. There cannot be objects belonging to an abstract
class, only to concrete classes. Abstract classes are only used to be inherited from by other

classes.

9.2.3 Object-relational mapping

The object and relational models are general enough to apply to most modern OO lan-
guages and relational databases, hence they form a good basis for describing how objects
can be mapped to relations. An ORM is a mapping from a class schema C to a rela-
tional schema R that provides a correspondence between objects in C and tuples (or sets

of tuples) from relations in R.

In this mapping attributes of an object with type #; € T’ are mapped to one or more
tuple element with type(s) 7; € T. Since the types available in a programming language
(subtly) differ from those available in databases, this mapping of types is a necessity, and
may not be 1-to-1. However, for most uses the type differences have no practical effect,

and we leave exploring the implications for value-based identity as future work.
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9.3 Object identity and uniqueness

The central issue addressed by the natural entity framework is consistently representing
real-world entities that possess a concept of uniqueness described succinctly by the values

of one or more well known (natural) attributes, i.e., a natural key.

Identity in OO languages.

Like objects in the natural world, objects in a programming language have concepts of
identity and uniqueness. Many OO programming languages (Python, Smalltalk, Java,
Ruby, etc.) have a strong concept of object uniqueness in that each object has an associated
immutable internal id(entifier), distinct from the references used to access it [70]. Such
an id is called a surrogate object id since it has no relation to the value or meaning of
the object. It merely serves to define the identity of the object and allows comparing the

identity to those of other objects, as there is a bijection from object ids to objects [126].

Identity in relational databases.

Identity in relational databases is a value-based property determined by a designated pri-
mary key. The primary keys should be unique, immutable, and non-null. The database
maintains a uniqueness constraint on the primary key, preventing duplicate tuples, and
uses an index to quickly select tuples by their primary key or detect violations of the

uniqueness constraint. The primary key is also used to define foreign key relationships.

Because of all these important requirements placed on the primary key, it often makes
sense to use a surrogate key as the primary key, even when there is a well-known natu-
ral key. There are many good reasons to prefer surrogate keys as primary keys, most of
which arise from the fact that using surrogate keys allows the relational schema to decou-
ple identity and value [27]. This allows more flexibility when the relational model needs

to be updated or refactored [4]. Other benefits arise due to the fact that surrogate keys are

138



Chapter 9. Object Relational Mapping and The Natural Entity Framework

simple (consist of a singleton attribute) and are typically small integral types. Natural keys
in contrast are often compound and may include strings and other types that require more
space as foreign keys. Since the primary key is always used to represent entity relation-
ships through foreign key constraints, having a small, simple primary key reduces space
usage and simplifies join operations. Simple integral keys are also often faster for use in
selects against the primary key. For these reasons, ORMs often use surrogate primary keys

by default [43].

However, natural keys are still useful and have some desirable characteristics. Declar-
ing a natural key communicates to the database that the relational model has a logical
uniqueness constraint on the natural key attributes and prevents a single conceptual entity
from being represented by more than one tuple. Additionally, the database can then main-
tain a uniqueness constraint and index on the natural key. The presence of an index allows
clients to quickly retrieve objects by their natural key-values, or determine that no such
object exists. This can lead to distinct performance advantages for natural keys in some

situations [78].

9.3.1 Identity in the natural entity framework

The natural entity framework, like other ORM tools, must reconcile the semantics of object
identity in OO languages and tuple identity in relational databases. Our goal is to enforce
the uniqueness of entity representation across both data models as determined by natural
key attributes, but we simultaneously want to support polymorphic queries, efficient entity

relationships, and flexibility for refactoring databases.

To achieve these objectives, the natural entity framework enforces the simultaneous
use of surrogate primary keys and auxiliary natural keys. This dual-key representation
achieves advantages of both surrogate and natural keys. In particular, our surrogate keys
are unique within each inheritance hierarchy rooted at the NaturalEntity class. This

uniformity of primary keys allows us to use a single top level relation to define a primary
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key for every object belonging to the class hierarchy. This makes polymorphic queries
and associations much more efficient and uniform than they could be with natural keys.
Indeed, without a uniform key for the entire inheritance tree, representing polymorphic
associations would become problematic as there would be no single foreign key constraint
that could be used to represent an association. Hence, surrogate primary keys are nec-
essary for polymorphism and flexibility, but they do not fulfill the need for maintaining
value-based uniqueness. This is achieved by the auxiliary natural keys. To maintain these
auxiliary keys, the database must maintain a separate index, which takes up time and space;
however, this index is exactly what ensures the logical value-based uniqueness of natural
entities, and it is heavily used by constructors (Section 9.5) and other common queries

against the natural key.

9.4 Management of persistent states and concurrency

Building on the concepts of object and relational identity, an ORM must have a way to
track and manage the identity of in-memory objects. Unlike transient objects, which have
a limited scope and lifetime, persistent objects must maintain their identity permanently
and consistently across concurrent processes. To simplify the tracking of persistent objects
and their modifications, modern ORM packages provide the concept of a session manager.
The natural entity framework relies on a session manager to manage the persistent state of

in-memory persistent objects and enforce the uniqueness constraints for natural entities.

Our principal contribution is to provide additional constructor methods which make
explicit the assumptions about the state of a persistent object when it is created and prevent

the user from violating the value-based uniqueness constraints.
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9.4.1 Transactions

The session manager has transactional semantics and manages a set of persistent objects
by implementing the unit of work concept [43]. It tracks object creation, modification, and
deletion. The session manager delegates large parts of this work to the database by using
transactions. This ensures a consistent database state, even when objects are modified
concurrently by other processes. It follows that the concurrency guarantees are largely
provided by the transaction. The session manager supplies methods to control the global
transactional state for an execution context. The begin() method starts a transaction and
is implicitly called as needed if no transaction is currently in progress. The flush()
method sends pending modifications to the database, but does not end the transaction.
The commit () method commits a transaction, and this implies a flush operation if there
are still pending changes. Finally, the rollback() method undoes all database changes

made during the transaction.

9.4.2 Object states

From the perspective of an OO execution environment, reasoning about persistent objects
is much more complicated than standard transient objects because the data representing
the object can be stored in memory, in a relation(s) in the RDBMs, and/or in the memory
of other concurrent processes. The session manager acts as the single point of persistence
management for an OO execution environment. It determines how a persistent object
relates to its external relational state in the database. Any object of a class that derives
from a persistent base class, such as NaturalEntity, will be understood by the session

manager to be in one of the following six states:

e Transient — The object is not managed as persistent by the session, while a corre-
sponding tuple with the same natural key in the database may or may not exist; there

is no operational connection with any persistent object.
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e Pending — The object does not yet have a permanent record but has been successfully
added to the session and will be added to the database when the session state is
flushed to the database. Until the object is successfully flushed it has not yet been

assigned a primary key.

e Persistent Clean — The object has a primary key and a corresponding representation
in the database. No persistently managed attributes have changed values, so no

updates need to be sent to the database.

e Persistent Dirty — The same as a persistent clean object, except the value of one
or more of the persistently maintained attributes has been changed, so that an SQL
update operation is needed to save the state of the object. Copies of this object
in other sessions do not know about the changes and may have made conflicting

changes of their own.

e Expired — The object’s state is no longer valid because it was created in a session
that has been committed or rolled back, so its state needs to be reloaded from the
database. This reloading is done transparently by the session manager when neces-

sary.

e Archived — The object is not part of the store but is persistently stored in the database.
Strictly speaking, this is not a state of an object, since no corresponding object exists
in the session, but conceptually the tuple in database represents an object that is not

currently loaded.

It is important to remember that the identity of a persistent object is provided by the nat-
ural key, and maintained through transactions and the constraint imposed by the database
key. In case of conflicting concurrent transactions, e.g., simultaneous inserts or deletes,
one of the concurrent processes will be prevented from committing its changes by an ex-
ception. In Figure 9.1 we show the effect of various operations on the persistent state of an

object, but omit the expired state and other effects that occur at transaction boundaries. The
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Figure 9.1: Persistent object states and effect of constructors and session commands within a

single transaction context. The effects of transaction boundaries and the expired state are omitted
for clarity.

effect of commits is to expire all pending and persistent objects and the session manager

updates any identity maps of persistent objects accordingly (Section 9.5.1).

9.5 Object creation

Maintaining a value-based uniqueness constraint for persistent objects causes difficulties
with object creation. Normally, the programming environment’s concept of object identity
is all that determines object uniqueness. When an object constructor is called, a new object

with a unique object id is always created, and an initializer method is called. However,
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natural entity classes with value-based uniqueness constraints necessitate different seman-
tics. First, the constructor must be given the values for each of the natural key attributes
since they must not be null. Given the natural key value, the constructor is presented with
several possibilities: (1) an object with those values already exists in memory so we are
not allowed to create a new object with a new object id and the same natural key values;
(2) an object with those values exists in an archived state, so it must be loaded from the
database; or, (3) there is no persistent or in-memory object with the given natural key, so a

new object should be created and added to the database.

Such a constructor requires a natural-keyed dictionary of in-memory persistent ob-
jects, 1.e., an identity map (Section 9.5.1), and a mechanism to query for the existence of
archived objects. Both of these can be provided efficiently by the session manger, but they
nevertheless impose a significant cost, especially when the round trip time for remote data-
base queries is involved. Unfortunately, such queries are necessary if we wish to maintain
the consistency constraints; allowing the constructor to make new objects without regard
to the natural key values would result in duplicate objects in memory. Furthermore, note
that the cost of frequent queries can be reduced by allowing the caching of natural keys or
prefetching of objects (particularly when the database transaction isolation prevents non-
repeatable reads). When queries are necessary they can be handled efficiently because of

the unique index maintained on the natural key attributes.

Together all of these considerations impose a significant change to the semantics of
object creation, and can lead to conceptual problems for programmers. The natural entity
framework addresses this conceptual ambiguity by providing additional constructor meth-
ods with different semantics. These constructors allow programmers to explicitly state

their intentions or assumptions when creating an object.

e get() - A constructor that takes the natural key and returns the object uniquely
identified by that key, either by returning a reference to an in-memory object repre-

senting that entity, or by loading an archived object from the database and returning
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it in the persistent clean state. If no such object exists, an exception is raised.

e create() - A constructor that takes the natural key and returns a newly created
object in the pending state, but only if no persistent object with the same natural key
exists in memory or in the archived state. An exception is raised if the object already

exists.

e get_or_create() - A constructor with the combined semantics of the get () and
create(). It takes the natural key and either returns an existing persistent object,

or returns a newly created object in the pending state. This is the default constructor.

e create_transient() - A constructor with normal transient object semantics that
always returns a new object in the transient state. It can take arbitrary arguments

and ignores the uniqueness constraints.

The get_or_create() constructor does whatever it takes to get a reference to the
unique object that has the provided natural key. It will find that object if it is in memory
and return a reference, or it will look in the database for an archived version and return it,
and if no such persistent object exists, it will construct a new object and make it persistent
by moving it to the pending state. In practice we found that the get_or_create() gives
the expected semantics in the vast majority of situations, and is thus the default constructor,

leading to particularly succinct code (e.g., in Python var=ClassName(...)).

The create() and get () constructors are used in cases where the existence or non-
existence of a particular NaturalEntityobject represent a logical error, and the program-

mer would like an exception to be raised so that the errors are not silently ignored.

Finally the create_transient() constructor has several uses when the normal se-
mantics of the natural entity construction are too rigid. Unlike the other constructors,
create_transient () does not need to be given the natural key, and does not use any

database connections or in-memory identity maps. This is useful for testing object behav-
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ior without using a database. Transient objects are also useful when the user does not wish
to immediately pay the cost of the database query to check for archived objects. Further-
more, they support situations where not all of the natural key attributes are immediately
available, but it makes sense to partially construct a NaturalEntity object, and then fin-
ish filling in the natural key attributes later. This is often the case in GUI or web-based
applications where objects are built up sequentially by user actions. A transient object
can be made persistent by using the add () method, which will check that all natural key

attributes are specified and will raise an exception if the object already exists.

9.5.1 Identity map

When the (non-transient) constructors are called, they are provided with the complete
natural key for the desired object. If an object with that natural key already exists in
memory in the pending, expired, persistent clean, or persistent dirty states, it would be
incorrect to construct and return a new object. Instead we must return a reference to the
in-memory object. The ORM’s session manager is able to track the persistent state of
objects, but it also needs a way to look up objects by their natural key. This is a common
requirement for ORMs, which Fowler calls the identity map pattern [43]. The purpose
of an identity map is simply to map database keys to in-memory objects. When working
with persistent objects, sometimes different parts of the code need access to the same data
object without understanding whether that object is already in memory. The solution is
to keep a global registry (or identity map) of in-memory objects keyed by their primary
key. Normally, this identity map is stored in the session manager object, and it is used
for internal ORM lookups of foreign key mappings. However, when primary keys are
surrogates, it is awkward for a user to make use of this identity map, because the surrogates
by definition are meaningless and often obscured from the user. It is much more common
for a user to query using natural key attributes, and the constructors must be able to do

this efficiently for in-memory objects. Hence, the natural entity system implements an
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auxiliary identity map, keyed on the natural key attributes. The identity map only stores in-
memory persistent objects, i.e., transient objects are excluded. If an object is removed from
the persistent store with the delete () method, it becomes transient. Thus, a constructor

will not return a reference to a deleted object, even if that object is still in memory.

9.5.2 Initialization

Since the NaturalEntity constructors have multiple possible mechanisms for retrieving
or creating objects, the concept of initialization also needs to be refined. For natural en-
tities there are three distinct ways a new in-memory object could be created and require
initialization: (1) it could be created as a transient object; (2) it could be retrieved from
an archived state in the database; or, (3) it could be created as a new persistent object in
the pending state. (In the case where the constructor already found the object in-memory
through the identity map, no initialization is needed.) The NaturalEntity class provides

three different initializers that will be called by the constructor in each of the three cases.

e initialize() — This method is called when a new persistent object is created. The
object will be in the pending state and the object’s (immutable) natural key attributes

will have been set to the values provided to the constructor.

e reinitialize() — This method is called when an archived object is brought into
memory by a constructor. The object will be in the persistent clean state and all
persisted attributes (including the natural key attributes) will have been set by the

ORM system.

e initialize_transient () — This method is called if and only if the object is con-
structed with the create_transient () method. The object will be in the transient
state, and any supplied natural key attributes will have been set, but those omitted

by the user (which is permitted for transient objects) will have no default value.
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9.5.3 Comparison with other ORMs

The multiple constructors of the natural entity framework represent a departure from the
normal mechanism of persistent object creation presented by modern ORMs. In many
modern ORM systems, all objects are initially created as transients, and only after a call to
an add () method are they moved to a pending (or equivalent) state [73,96]. The difficulty
with this mechanism is that it does not allow the ORM to directly manage value-based
object uniqueness. In fact, the only way that a user will know if the in-memory objects
conflict with persistent archived objects is to issue a database flush. When concurrent
transactions attempt to make potentially conflicting changes, calls to flush() can hang
indefinitely until other transactions have commit or rollback. For maximal concurrency it
is best to flush infrequently or to also issue a commit (which cannot hang but may raise
an exception). Commits, however are expensive as they require the ORM to expire the
state of all in-memory objects, which must be subsequently reloaded from the database.
Furthermore, if a persistent process avoids the expenses of flushes and commits, but does
not guarantee consistency of object uniqueness, there is a potential for the process to do
significant amounts of work (perhaps large computational simulations) only to find out
when it finally issues a flush or commit that the constraints have been violated and the
entire computation must be scrapped. Thus, while forcing the ORM to manage value-base
object identity using natural keys imposes costs initially, particularly on object creation,
these costs are often amortized by the need for less frequent flushes and commits and the

reduced chances of database consistency constraint violations.

9.6 Mapping natural entity inheritance hierarchies

All natural entity classes must inherit from the NaturalEntity class, thus we must map
all the classes in each inheritance subtree rooted at NaturalEntity into a relational

schema. The natural entity system supports flexible mapping of hierarchies to relations,
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that allows for polymorphic queries and associations, as well as allowing different natu-
ral keys for separate subtrees of the inheritance hierarchy. The user only needs to supply
minimal information about the desired inheritance mapping strategy and the ORM can au-
tomatically construct the appropriate tables and constraints. As an example we consider
a distributed computer simulation system, with two inheritance hierarchies: an abstract
Experiment class with two concrete subclasses; and an abstract Measurement class also
with two concrete classes (Figure 9.2). An Experiment has a one-to-many relationship
with measurements, so that each Measurement has a foreign key to the Experiment hi-
erarchies primary key—a polymorphic association. We examine natural keys in the relation

further in Section 9.6.2.

9.6.1 Inheritance mapping strategies

The relational data model has no built-in concept of inheritance, but support for inheritance
and polymorphism can be enforced by appropriately structuring the relational schema and
queries. There are three standard methods for mapping inheritance hierarchies to a rela-
tional schema [43]: (1) the single table strategy maps all classes in an inheritance hierarchy
to a single table; (2) the class table strategy maps each class to its own table; and (3) the

concrete table strategy maps only concrete classes to tables.

The single and class table strategies are particularly useful for polymorphic queries
and associations as for every class in the hierarchy they store the class name (i.e., the type)
and a surrogate object id in a single top level table. Concrete table inheritance lacks these

properties and is not considered further.

Single and class table strategies are distinguished by the technique they use to represent
the differing attributes for classes in the hierarchy. Single table inheritance has a single re-
lation which includes all attributes of all classes in the hierarchy. It allows polymorphism
by permitting attributes to be null for objects that do not include them. In contrast, class

table inheritance only includes non-inherited attributes in each class table. It permits poly-
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natural_key=("experiment", "type")
experiment=ManyToOne("Experiment")
abstract=True

max_time=Field(Float)
measurements=OneToMany("Measurement")
abstract=True

natural_key=("width") natural_key=("width", "height")
width=Field(Float) width=Field(Float)
height=Field(Float)

inheritance="share"
dist_step_size=Field(Float)
measure(max_dist) = <<func>>

inheritance="join"
time_step_size=Field(Float)
measure(max_time) = <<func>>

(b)
- id:Int {PK} - id:Int {PK}

type:Varchar {NotNull} type:Varchar {NotNull} {NK}

max_time:Float —< experiment:Int {FK(table_experiment.id)} {NK}
— dist_step_size:Float

id:Int {PK} {FK(table_expriment.id)}

width:Float {NK} id:Int {PK} {FK(table_measurement.id)}

time_step_size:Float

id:Int {PK} {FK(table_expriment.id)}
width:Float {NK}
height:Float {NK}

Figure 9.2: (a) A simple example of a class schema with two inheritance hierarchies, abstract
classes, multiple natural key bases, polymorphic associations, and both shared and joined inheri-
tance mappings. The text in each class entry is close to the actual amount of code needed to specify
this hierarchy. We use syntax that is similar to our Python-based reference implementation of the
natural entity framework. (b) The relational schema generated by the natural entity framework
from the class schema in (a). The foreign key constraints are shown.

morphic queries by using joins on the primary surrogate key to retrieve attribute values
from all the relations that store an object’s state. These differences lead to quantifiable
performance and space trade-offs [60]. Modern ORMs allow the user to specify a mix-
ture of these strategies within a single inheritance hierarchy [24]. When mixing strategies,
the single table approach is called shared or horizontal mapping, while the class-table
approach is called joined or vertical mapping [88]. Shared table inheritance works best
when the cost of additional join operations needed to load rows is a limiting factor, or
when a portion of the class hierarchy shares almost all of the same persistent attributes.

Joined table inheritance works best when database space is constrained, or in portions of
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the hierarchy where few persistent attributes are shared between classes.

In the natural entity framework each class in a hierarchy only needs to specify if it will
use the shared or joined inheritance strategy and the ORM can automatically derive the

relational schema.

9.6.2 Natural keys and inheritance

Every concrete class that derives from NaturalEntity must define or inherit a natural
key, so that the constructor can enforce the value-based uniqueness constraint. Abstract
classes need not define a natural key, and any class that has no natural key must be declared

as abstract.

Because of the option to use joined inheritance, an individual object can have its at-
tributes stored in several relations, but there is always a relation that stores the attributes

declared specifically in a class. This is the primary relation of the class.

Consider a class C that defines a natural key and that has no superclass which also
defines a natural key (i.e., it has only abstract superclasses). The natural key results in a
uniqueness constraint which is implemented by the database. A constraint can typically
only be defined on attributes in a single table and not on joined tables. It follows that
exactly one of the relations representing C must enforce this constraint. None of C’s
superclasses could have a natural key constraint, as enforcing a uniqueness constraint on
Super (C)’s primary relation would prevent other subclasses of Super (C) from defining
different natural keys. Hence, the natural key constraint for C must be enforced in C’s
primary relation. This implies that all C’s natural key attributes must be defined in C and
cannot be inherited, or they would not be present in C’s primary relation. Finally, note
that any subclass of C will inherit C’s natural key attributes, and because these attributes
have a uniqueness constraint defined on the relation that stores them, the subclass must

also inherit the natural key from C.
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Therefore in any inheritance chain, i.e., starting at a concrete class and following the
super relation to a base class, there is exactly one class that declares a natural key. Such a
class is called a natural key base, as all classes that inherit from the natural key base share
the same natural key constraint and store their natural key attributes in the primary relation

of the natural key base.

Hence, when mapping a class hierarchy to a relational schema, the mapping will re-
quire: (1) a single table for the root class to store the primary key and object type; (2) a
table for each natural key base (unless the class is also the root); and (3) a table for each

class that uses joined inheritance (unless the class is a natural key root or the base class).

9.6.3 Type as a natural key attribute

A natural key base will pass on its natural key to all of its subclasses, and thus only one
object of any derived class may have a given natural key value. Sometimes this is too
restrictive a condition on the classes. Because the natural key distinguishes objects based
on their value, but not their type, it restricts cases where objects have identical values but

different behavior because their respective classes have different methods.

For example, consider the class structure of the distributed simulation system in in
Figure 9.2. The Measurement class defines a simple natural key as a foreign key rela-
tionship to the Experiment it measures. An experiment should be able to include both
a TimeMeasurement and DistanceMeasurement instance. However, because these ob-
jects have the same natural key this becomes impossible. The two measurement subclasses
have the same attributes, but the meaning of the attributes differs due to different method
implementations. Thus, it can make sense to have more than one measurement object
with the same natural key, provided they belong to different classes. This can be accom-
plished by adding the implicit type attribute to the natural key base’s primary relation and
thus adding the type to the uniqueness constraint. This allows multiple Measurements to

belong to a single Experiment, provided they are from different classes.
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In the natural entity framework the type can optionally be declared to be part of the
natural key of a class to allow this distinction when it is required. The type attribute is
automatically managed by the ORM, since it is always present as an attribute of any object

in the OO programming language.

9.7 Conclusion

The natural entity framework is composed of general OO concepts and semantics that can
be implemented in any OO language that supports strong concept of object identity. Object
and class introspection, and the ability to instrument object construction and destruction
are helpful features in making the implementation easy to use. Our reference implementa-

tion in Python is built on top of the SQLAlchemy ORM, and the Elixir extension.

Any persistence library that attempts to enforce value-based uniqueness constraints
through natural keys and that allows polymorphic queries and associations will have to
share several properties: (1) the objects will have to use a dual key representation with
surrogate primary key and auxiliary natural key; (2) the ORM must maintain an identity
map using the natural keys to avoid creating duplicate objects in memory; (3) the ORM
must restrict inheritance hierarchies so that at most one class defines a natural key in each
inheritance chain; and (4) the ORM must keep all the natural key attributes for a natural

key base in a single table so that the RDBMs can enforce a uniqueness constraint on them.

The constructor methods of natural entities provide a consistent interface which distin-
guishes the different mechanisms by which a persistent class may be created and initial-
ized. These constructors prevent the ORM from representing the same conceptual entity
with different in-memory objects by ensuring that the value-based natural key constraints

are maintained for all natural entity objects in the execution environment.

Enforcing value-based object identity changes the semantics of object models in the

context of OO languages. However, these constraints only apply to objects from classes
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that inherit from NaturalEntity. Thus natural entities can coexist with objects of other
less-strict persistent classes, as well as normal transient objects. Hence the natural entity
framework makes it easier for a programmer to reason about object uniqueness for those
entities which require it, but does not otherwise constrain the expressiveness of programs
or programming languages. Our experience tells us that a natural key is present in most
situations, and easily enforcing it has been an invaluable tool in writing correct scientific

software.
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Chapter 10
Executable Biology

Continuous-time Markov processes describe systems in terms of discrete states and state
transitions—concepts that are ubiquitous in models of computation. The structure of the
kinetic Monte Carlo approach is essentially a direct mapping between samples of a Markov
process and execution traces of a computer simulation. The state of the simulation process
encodes the state of the Markov process, and the execution path of the simulation emu-
lates the transitions of the Markov process from state to state. This relationship becomes
insightful for models such as the MVRW model where the states and transitions represent
an approximation of the actual physical states and dynamics of the system. A computer
simulation of a CTMP model such as the MVRW model represents a hypothetical execu-
tion of the physical or chemical system, rather than just an abstract computational solution

to a mathematical function.

Fisher and Henzinger have recently introduced the idea of executable biology [41]
as an approach to biological modeling focusing on computational models that “present a
recipe—an algorithm—for an abstract execution engine to mimic a design or natural phe-
nomenon.” For Fisher and Henzinger, a computational model is described principally by
operational semantics, and the execution of the model parallels the hypothetical physical
and chemical evolution of the system. This is in contrast to mathematical models that
describe a system as a set of equations, where the procedure for numerically estimating
the solution of the equations has no semantic connection to the physical and chemical
processes that give rise to the system dynamics. As an example of such a mathematical
model, consider the standard deterministic model of the mass action kinetics of a chemical
system (Section 3.1). This model uses differential equations derived from the law of mass
action to describe the species concentrations over time. The model is accurate for most
chemical reactions in large, well-mixed volumes of dilute solutions. Finding a solution to

the equations allows one to accurately predict the dynamics of the system. However, any
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numerical estimation of the differential equations follows an execution pattern that has no
direct relation to the actual molecular events that drive the system. The goal of computa-
tion in such a model is to obtain the best approximation to the solution of the mathematical
system in the most efficient manner. This approach is functional and practical, but it does
not shed any light on how the dynamics of the system result from the elementary chemical

events.

Fisher and Henzinger’s definitions of mathematical models and computational models
are compelling, but suffer from a narrow focus on process calculi and interacting state
machine models. For them, an essential feature of a computational model is that it is de-
scribed algorithmically and is intrinsically executable with no ambiguity in the intended
implementation. However, the real advantage of the computational model is not in the lan-
guage of its description, but in the form of its assumptions. In a computational model, we
view a system in terms of its physical and chemical constituents and assume that the state
of the system is the state of its parts. Furthermore, we assume that temporal evolution of
the system is governed by interactions of the constituents through a sequence of elemen-
tary events leading to discrete changes in the system state. Any model that characterizes a
system in such a manner represents an executable understanding of the system, regardless
of the language in which it is described. The real advantage of computational models is
that their execution follows a sequence of events that correspond to an approximation of
the real physical and chemical events driving the system at relevant time scales. Develop-
ing, running, and observing simulations gives us direct insight into the way natural laws
give rise to complex effects through stochastic sequences of elementary events. Visualiz-
ing the execution of such a simulation is the virtual equivalent of watching a real physical
system evolve, and allows the user to develop an operational understanding of the system

in ways not possible with other models.

With a more fundamental description of a computational model in terms of the assump-

tions made about the system, we find that there is no longer a strict dichotomy between
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mathematical and computational models. In fact, most models based on CTMPs are both
mathematical and computational. Clearly, a CTMP is a formal mathematical description
of a system and hence a mathematical model. However, through the KMC algorithm,
any such model also gives rise to an executable description of the system. Many famous
examples of this class of models exist, for example, the Ising model of magnetism [18],
Gillespie’s stochastic model of chemical kinetics [48], and the random walk model of

diffusion.

A model that is both mathematical and computational has the advantages of both
classes. A purely mathematical model with no direct description of the elementary ob-
jects and events is conceptually opaque; we can use it to predict the system dynamics,
but it provides no insight into the causes of the dynamics. On the other hand, a purely
computational model described algorithmically lacks context. Such a model is difficult to
compare with other models that do not share a common language of description in math-
ematics. Phrasing a model in terms of mathematics often helps to extract commonalities
among models and suggest relationships and connections that may not be obvious from
an executable algorithm. Also, a mathematical model will often admit some analytical re-
sults. Even if the full dynamics of the model is not analytically tractable, we can establish
results regarding asymptotic behavior or identify conservation relations. Additionally, the
formality with which mathematical models are described allows them to be derived from

physical laws and assumptions in a rigorous and logically justifiable manner.

The ability to describe a system both mathematically and computationally represents
a more fundamental understanding of the system than a model that fits in only one class
or the other. Such a model requires understanding the fundamental mathematical relation-
ships of the system, as well as how those relationships govern the execution of the system
in terms of its constituent parts. It is easy to propose ad hoc computational models with
no physical justification or to propose mathematical relationships observed empirically

through experiment, but understanding how the relationships and dynamics result from
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the elementary interactions is much more enlightening. Thus we take this approach in our

MVRW model of molecular transport.
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Conclusion

In many ways the molecular spiders and the MVRW model exemplify the challenges of
understanding the detailed kinetics of molecular-scale systems. While the overall struc-
ture of the spiders is simple and they interact with their environment under a set of simple
rules, these rules are necessarily stochastic because of the natural thermal fluctuations on
these scales. The stochasticity and the multitude of simultaneous physical and chemi-
cal processes operating make it very difficult to qualitatively or quantitatively understand
how the spiders will move through analytical methods. In addition, the inadequacy of
spatial-temporal resolution of current microscopy techniques also makes experimental in-
vestigations difficult. In such situations computational models and computer simulations
are essential. Moreover, we shave shown that unanticipated effects and complex mecha-
nisms emerge from the simple physical and chemical rules that govern the dynamics of the

spiders.

Furthermore, computational thinking is required to arrive at a model that is both phys-
ically plausible and computationally feasible. The assumptions made in the MVRW are
simple and are chosen to lead to a model that is practical to simulate with modern desktop
computing resources. We take advantage of the Markovian nature of physical and chem-
ical systems on the timescales of interest, which leads to an executable understanding of

the MVRW system via the KMC algorithm.
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A

C, = R?
C.=R?

X:Z2—=X

©

AE(b) = AE /(b)

Exp(1)

f5(9)

Fpt(d; 1)

AG

The attached leg sites completely define the state of
the walker. In general, A = [a; € S U {0}]L,. In
the special case of point-bodied walkers all &k legs are
identical and A can be replaced by the unordered set

of attached legs written as A.

The random variable describing the body’s equilib-
rium distribution over positions (v,6). This random
variable depends on the current value of A.

The set of feasible canonical configurations.

The space of 2D coordinates in the walker body’s ref-
erence frame.

The space of 2D coordinates in the environment’s ref-
erence frame.

The species transformation resulting from catalysis
for each species.

A detached state for a leg.

The change in potential energy of the walker at posi-
tion b as it moves from original position b, under the
load of conservative force f.

The set of environment states.

The exponential distribution with parameter A.

The set of feasible body positions (v, 6).

The feasibility probability of leg i attaching to site s,
given body distribution B.

The first passage time—the distribution of the time to
first reach distance d from the origin.

The change in Gibbs free energy

The hip locations H = [h,]*, in the body’s coordi-
nates Cj,.
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1,(s)

kg

kcat DI R*

k:2—>R"

kM : X2 >R

Q=ExW

pB(v’ 9)

The feasibility indicator function for leg i binding to
site s from fixed body position b. This determines the
attachment kinetics of an unattached leg from a fixed
body position.

The number of legs.

Boltzmann’s constant is 1.38 x 1072JK™'. At T =
300K, we have kzT = 4.14 pN nm, which is the aver-
age amount of thermal energy available to a walker.
The rate of leg catalysis for each species. When work-
ing with £ = {S, P}, only substrates can be catalyzed
and we let k., = kca(S).

The rate of the leg dissociation reaction for each
species. When working with £ = {S,P}, we write
ky = k(P), and kg = k™ (S).

The rate of the leg binding reaction for each species.
When working with £ = {S, P}, we write k; = k*(P),
and k§ = k*(S).

The length of the legs.

The set of all states for the Markov process defined by
the MVRW model.

The probability of the body position being (v, ) at
equilibrium.

The canonical mapping for attached leg configuration
C takes the leftmost of the lowermost sites, ¢;r, and
translates it to the origin. This gives the unique canon-
ical representative for an attached leg configuration C.
The site species function: a mapping from a site to the
species displayed at that site.

The probability of event E.

The attachment transition rate for leg i attaching to
site s, given body distribution B.
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i
S}'(A)

T(,6)

U(v,0)

Uniform(a, b)
U

w*(f)

The set of chemical sites in coordinates C,.

The set of all possible canonical lattice coordinates,
defined as the set of all coordinates from any canonical
configuration in C.

The set of feasible sites s € S that are within distance
¢ of h; from some feasible body position in F(A).
The set of chemical species. Typically we have X =
{S, P}.

Absolute temperature in Kelvin. We fix T = 300 K for
the isothermal walker systems modeled by the MVRW
model.

A 2D rigid body transform from the body’s coordi-
nates C, to the environment’s coordinates C,. This
defines the location of the body. For point-bodied spi-
ders T'(v,6) = T(v), as they are rotationally symmet-
ric.

The energy associated with body position (v, 6). This
determines the equilibrium distribution via the Boltz-
mann distribution.

The uniform distribution over real interval [a, b].

The set of unique canonical configurations, UcCis
the set of minimal elements of the unique canonical
configuration ordering < over C.

The unique canonical mapping takes a canonical con-
figuration C to its equivalent unique canonical config-
uration U = 11(6), which is the minimal element of
the chain of C in the canonical equivalent mapping <.

The set of walker states.

The mean peak work a walker does moving
against a force f. This is defined as w*(f) =
MaX,e[0.,,.] (AE(t; f)) — AEL(f), where AE(f) is the
equilibrium energy of the spider system under force f.
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Z The partition function in the Boltzmann distribution. 39
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