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DELAUNAY-LAGUERRE GEOMETRY FOR MACROMOLECULAR

MODELING AND IMPLICIT SOLVATION

by

Michelle Hatch Hummel

B.S. Applied Mathematics, Utah State University

Ph.D. Mathematics, University of New Mexico

ABSTRACT

We develop and implement geometric methods to study three-dimensional struc-

tures of proteins, the knowledge of which is critical to the understanding of the molecules

and their interactions. Delaunay and Laguerre methods, which concern sets of overlap-

ping spheres and their interrelationships, are well suited to the study of molecules. We

discuss and implement algorithms for the calculation of molecular volume, atomic sol-

vent accessible surface areas, their gradients and discontinuities. This is used for a de-

tailed analysis of parameters obtained by the implicit solvation method, Semi-Explicit

Assembly (SEA). We introduce the concept of Laguerre-Intersection cells which consist

of the intersection of the Laguerre tessellation and space-filling diagram. This method

eliminates the need for explicit water molecules to cap infinite Laguerre cells of certain

solvent accessible solute atoms. We discuss and implement a quick weighted Delaunay

tetrahedrization algorithm which is tailored specifically to the aforementioned algo-

rithms. Finally, we use concepts from continuum mechanics to study the motion of the

HIV protease dimer.
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Chapter 1

Introduction

Proteins are involved in a wide variety of processes in a biological system: enzyme

catalysis, cell signaling, regulation of DNA replication and repair, immune response,

and transportation. The three-dimensional structure of a protein is related to its function.

Active sites of enzymes are often in tunnels, pockets, and cavities. Docking of signal

molecules, substrates, and other ligands is influenced by shape complementarity of the

ligands and biomolecules. In this dissertation, we develop and implement geometric

methods to study three-dimensional structures of proteins, the knowledge of which is

critical to the understanding of the molecules and their interactions.

Delaunay and Laguerre methods, which concern sets of overlapping spheres and

their interrelationships, are well suited to the study of molecules. The Laguerre diagram

generalizes the Voronoi diagram. It tesselates a three-dimensional space by assigning

a set of nearest neighbors, via the power distance, to each sphere. Contact surfaces

between Laguerre cells are along radical planes which partition the space in physically

relevant ways including along the plane of intersection of two spheres [3].

The Laguerre tessellation is dual to the weighted Delaunay tetrahedrization which

triangulates sets of spheres. The alpha complex, a subcomplex of the Delaunay tetra-

hedrization, describes interactions between spheres in varying levels of detail [12]. This

complex is an essential component of molecular, atomic, and Laguerre volume and sur-

face calculations which are discussed later in this dissertation. The Laguerre tesselation,
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Delaunay tetrahedrization, alpha complex, and an original simplex extraction method

for the alpha complex calculation are discussed in Chapters 2, 3, 11.

Molecular volume and atomic solvent accessible surface areas and their gradients

are useful quantities for molecular modelling. Accessible surface areas are employed

in implicit solvation methods, including the calculation of the free energy of solva-

tion [18], [17], [10], [26]. Area gradients are used to calculate forces on a molecule.

These gradients entail discontinuities which are discussed in [36], [4], [11]. Molecu-

lar volume is important for nonpolar free energy of solvation [17], and assessment of

protein packing [23], [24]. Similar methods have also been used to locate and measure

voids, cavities, and pockets [25], [8], [9]. Volume, surface, and gradient calculations

are discussed and efficient formulas are presented in Chapters 4 and 5, and a quick and

accurate implementation of this calculation is presented. An solvation method called

Semi-Explicit Assembly (SEA) is discussed in Chapter 6. Chapter 7 analyzes results of

SEA using surface area implementation discussed in Chapter 4.

Laguerre tessellation methods have been used to find volumes of atoms, residues,

and molecules which are useful in studying packing and deformation of proteins, and

in cavity location. They may also be used to check predicted structures as, for ex-

ample, residue volume may be considered an “intrinsic” property of amino acid type

and is thus a predictable or checkable quantity [14]. Laguerre surfaces have been used

as a quick and parameter free way to measure accessibility of atoms and residues for

quantifying exposure of a molecule with solvent [14]. Residue contacts, which are im-

portant for protein structure and stability, have been studied using Laguerre surfaces.

These quantities are useful for protein structure analysis and prediction, and in studying

structure-function relationships. Preferential contacts between amino acid species and

atom-atom contact frequencies have also been found[15], [28]. Differences in contacts

between model and reference structures have been used as a scoring function and for

benchmarking protein sturcure prediction methods [30]. Surfaces have also been used

to characterize interactions between multiple proteins, or proteins and ligands, which

has important applications in protein docking and formation of complexes [32], [29].
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The Laguerre cell is the region which is closest to the generator of the cell (atom

or residue center, for example) by the power distance. The power distance is an ap-

propriate quantity to use as larger areas are assigned to data points with larger weights

(larger atoms or residues, for example). The Laguerre cell of a data point depends on its

neighbors which poses a problem for systems that are typically found in a medium such

as solvent but for which the surrounding medium is not explicitly known. For such data

sets, Laguerre cells of points on the convex hull are unbounded and the cells of points

otherwise in contact with the surrouding medium tend to be too large.

Researchers have addressed this difficulty in a variety of ways. Some consider only

cells in the bulk of the protein which are not affected by the surrounding (unknown)

environment. Others surround the structure by a layer of water or an artificial environ-

ment of spheres with size equal to the average amino acid size [19], [33]. However, this

causes the problem to balloon. Soyer etal, bounded Laguerre cells by only considering

Laguerre facet vertices from tetrahedra of a small enough size [34]. Still cells near the

boundary tend to be elongated or have fewer facets than those in the bulk of the protein.

McConkey etal construct Laguerre-like cells by considering the surfaces of ex-

tended radical contact planes between neighboring atoms within a cutoff distance and

the surface of an expanded sphere [28]. This poses problems since the cells of atoms in

the bulk, which should not be affected by the cutoff distance, are affected. Furthermore,

cells of small atoms completely disappear for cutoff distances as small as 1.4 A. The

algorithm also cannot correctly handle cell volumes when the center of the generator of

the cell lies outside its cell (See Section 8.3).

The proposed Laguerre-Intersection cell algorithm, which is presented in Chapter

8, considers the intersection of Laguerre cells with expanded atoms. The contact planes

are the radical planes, which means that as the solvent weight is varied, Laguerre cells

stay constant. This method simulates the environment better than using the extended

radical plane. The algorithm also correctly handles the weighted case when the center

of the generator of the cell is outside the cell. This has been been a challenge for

previous methods. Chapter 9 finds optimal parameters for the Laguerre-Intersection
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method. One of the results of this analysis applied to a set of molecular trajectories

of the essential amino acids in explicit water, was a stratification of the amino acids

according to increasing order of Laguerre parameter (radius or weight) showing a rough

correspondence to commonly used “hydrophobicity scales” [40], [37].

Next we discuss Delaunay tetrahedrization methods [5], [31], [21], as the alpha

complex on which previously mentioned algorithms rely is derived from this triangu-

lation. In Chapter 12 we present and implement a fast and original algorithm tailored

specifically toward volume, surface, and Laguerre- Intersection cell calculations.

Finally, we study the motion of a molecular machine, the HIV protease dimer, with

ideas from continuum mechanics. We present an analysis of a molecular dynamics

trajectory [1] using strain tensors in Chapter 14.
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Part I

Theory: Laguerre Diagram, Weighted

Delaunay Tetrahedrization, Alpha

Complex
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Chapter 2

Delaunay-Laguerre Geometry

2.1 Laguerre Diagram

Let A ⊂ R3 ×R be a finite set of weighted points. For p ∈ A, write p = (p′, p′′) where

p′ ∈ R3 is the location or center of the point and p′′ ∈ R is the weight of the point.

The point p can be thought of as a closed ball, Bp, in R3 centered at p′ with radius
√
p′′.

The boundary of this ball is Sp [7],[9]. In our applications, A represents atoms in a

molecule.

Define the power distance (Figure 2.2a) between a weighted point p and an un-

weighted point x′ as

π(p, x′) = |p′ − x′|2 − p′′. (2.1.1)

The Laguerre cell of p ∈ A is

Lp = {x′ ∈ R3 : π(p, x′) ≤ π(q, x′) ∀ q ∈ A}. (2.1.2)

which is the set of points whose nearest neighbor by the power distance is p. The point

p is said to be the generator of the cell Lp which is a convex polytope.

The Laguerre diagram, L(A), is the collection of all Laguerre cells and their faces,

which we will call Laguerre facets, segments, and nodes. (Figure 2.1)

We assume all the points in A are in general position, that is no three points are co-
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Figure 2.1: Two-dimensional and three-dimensional Laguerre diagrams. The 2d version illustrates how
the radical plane partitions space between atoms of different radii. The 3d version is courtesy of F.
Vanhoutte [35] .

linear, no four points are cocircular, and no five points are cospherical or are equipow-

erdistant to a common point. This means that a Laguerre facet is the intersection of

two Laguerre cells, a Laguerre segment is the intersection of three Laguerre cells, and

a Laguerre node is the intersection of four Laguerre cells. Each Laguerre facet lies on

the plane which is equipowerdistant between two points and which is called the radical

plane (Figure 2.2b). The points in a Laguerre segment are equipowerdistant to the three

points which generate the intersecting Laguerre cells, and a Laguerre node is equipow-

erdistant to the generators of the four intersecting Laguerre cells [12],[6].

The Laguerre diagram may also be called the Power diagram or weighted Voronoi

diagram. An unweighted point can be thought of weighted point with weight zero. For

a set of unweighted points the Voronoi diagram and the Laguerre diagram are identical.

2.2 Delaunay and Regular Tetrahedrizations

We write the set of data point centers as

A′ = {p′ such that p ∈ A}. (2.2.1)

The weighted Delaunay tetrahedrization or regular tetrahedrization, T (A), tesselates

the convex hull of A′ into tetrahedra. The tetrahedrization consists of the tesselating
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x 'pi '

r i

∣pi '−x '∣

√−π( pi , x)

x 'pi '

r i

∣pi '−x '∣

√π( pi , x)

Figure 2.2: a) Power distance b) Radical plane between intersecting atoms

tetrahedra and their faces and thus is a simplicial complex [6]. The regular tetrahedriza-

tion of a set of unweighted points is a Delaunay tetrahedrization.

A simplex is a generalization of a triangle which is a 2-simplex. Three-dimensional

simplices are tetrahedra, 1-dimensional simplices are edges, and 0-dimensional sim-

plices are vertices. We define T ⊂ A where |T | = k means that there are k elements in

T . In this discussion we only consider k ≤ 4. We write a simplex which is the convex

hull of point centers in T as

σT = conv(T ′). (2.2.2)

For |T | = k, σT is a (k − 1)-simplex.

8



2.2.1 Duality

The regular tetrahedrization, T (A), is dual to the Laguerre diagram. There is a one to

one correspondence between the (3 − k)-faces in L(A) and the k-simplices in T (A)

(Figure 2.3). Each node in L(A) corresponds to a tetrahedron in T (A) whose vertices

are equipowerdistant to the node and which we call the center of the characteristic point

of the tetrahedron. Each segment in L(A) corresponds to a triangle in T (A) whose

vertices are equipowerdistant to the power segment. For each facet in L(A) there is

an edge in T (A) whose vertices are equipowerdistant to the power facet. Each cell

in L(A) corresponds to a point in T (A), namely the generator of the cell [9],[12],[6].

(Figure 2.4).

LAGUERRE 3D DELAUNAY 3D

cell vertex

facet edge

segment triangle

node tetrahedron

LAGUERRE 2D DELAUNAY 2D

cell vertex

facet edge

node triangle

  

Figure 2.3: 2d version illustrates 1-1 correspondence between triangulation simplices and Laguerre faces.

9



Figure 2.4: Correspondence between Laguerre facets and tetrahedrization simplices. Centers of the
characteristic points of simplices are shown in red.

2.2.2 Power Product and Orthogonality

The power product of two weighted points p and q is

Π(p, q) = |p′ − q′|2 − p′′ − q′′. (2.2.3)

Points p and q are said to be orthogonal if (See Figure 2.5)

Π(q, p) = 0. (2.2.4)

This means that Sp and Sq intersect at right angles.

We define the characteristic point of a simplex σT as the point xT such that

Π(xT , pi) = 0 for all pi ∈ T (2.2.5)

with x′′T minimal. The characteristic point of a simplex is unique.

Definition (Regular). The tetrahedron, σT , is regular if and only if Π(p, xT ) ≥ 0 for

all p ∈ A (See Figure 2.6).
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Figure 2.5: Orthogonal points p and q intersect at right angles.

A tetrahedrization is regular if and only if all the tetrahedra are regular.

Figure 2.6: Two dimensional illustration of regular and non-regular simplices. In the unweighted case
regular and non-regular is equivalent to Delaunay and non-Delaunay. The characteristic point of a De-
launay triangle is its circumcircle.

In the special case when A is unweighted, the term ’regular’ is replaced with ’De-

launay’. The characteristic point, xT , of a tetrahedron in the unweighted case is the

circumsphere of the four points in the tetrahedron. A Delaunay tetrahedrization, T (A),

has the geometric property that for each tetrahedron σT ∈ T (A), the points p ∈ T lie on

the sphere represented by xT and points p ∈ A\T lie on or outside the sphere. Further-

more, if the interior of the circumsphere of four points p ∈ T is empty then σT ∈ T (A).

(See Figure 2.7). This motivates the use of the term ’Empty sphere property’ for regular

tetrahedrizations [12],[7],[6].

Empty Sphere Property. σT ∈ T (A)⇐⇒ Π(p, xT ) ≥ 0 for all p ∈ A.
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Figure 2.7: Illustration of the Empty Sphere Property for the two-dimensional unweighted case. The
circumcircle or characteristic point of each triangle is empty.

For p = (p′, p′′), define the expanded point

pα = (p′, p′′ + α) (2.2.6)

and let Aα be the set of expanded points in A. We have

Π(pα, q−α) = Π(p, q). (2.2.7)

This means that the Laguerre tesselation and the regular tetrahedrization is a constant

function of α. (Figure 2.8).

L(A) = L(Aα) (2.2.8)

T (A) = T (Aα) (2.2.9)
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Figure 2.8: Laguerre cells are independent of solvent weight. Red bounds Laguerre cells of Aα (shown
in black) and A (shown in gray).
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Chapter 3

Alpha Complex

In this section, we will develop the idea of the alpha complex, Cα(A) [9],[12].

3.1 Space Filling Model

Recall that the weighted point p = (p′, p′′) can be thought of as a sphere Bp centered at

p′ with radius
√
p′′. Define

Bα =
⋃
p∈A

Bpα . (3.1.1)

Roughly speaking a simplex, σT ∈ T (A), is in the alpha complex, Cα(A), if σT is inte-

rior to Bα (See Figure 3.1). This is always true for simplices that are called unattached.

However, it is not necessarily true for attached simplices, a concept that will be intro-

duced in section 3.4.

3.2 Size of a Simplex

The size, ρT , of a simplex is the weight of the characteristic point. It is defined to be the

radius squared of the smallest sphere that is orthogonal to all vertices in the simplex.

Define

XT = {x′ ∈ R3 : π(p, x′) = π(q, x′) ∀ p, q ∈ T}. (3.2.1)
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Figure 3.1: A van der Waals representation of HIV protease along with its alpha complex for α = 0.
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The set XT is either a point, line, or plane for a simplex which is a tetrahedron, triangle,

or edge, respectively. If σT is a 0-simplex (i.e. a point), XT = R3.

For each x′ ∈ XT , there is a weight, ρ, such that x = (x′, ρ) is orthogonal to all

p ∈ T . Define ρT to be the minimum such weight and xT = (x′T , ρT ) the corresponding

point which is unique. The size of the simplex is said to be ρT . When the size of

the characteristic point is positive, the characteristic point intersects the points in the

simplex at right angles.

The characteristic point of an edge for varying configurations is shown in Figure

3.2.

    

    

    

Figure 3.2: Characteristic points of edges in a variety of configurations. An edge connects the two
spheres that are represented with black lines. When the weight of a characteristic point is positive it is
represented by a gray sphere, otherwise it is represented by a red sphere with radius

√
−x′′.
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3.3 Geometric Interpretation

The size of a simplex, ρT , gives us information about how the balls represented by

points in T intersect.

Let
⋂
SurfT be the intersection of the surface of the balls represented by points

in T . We assume that the weights of all points in T are non-negative. We present

relationships between ρT and
⋂
SurfT .

Spherical Intersection.

For |T | = 2 and |T | = 3:

1. ρT < 0 ⇐⇒ |
⋂
SurfT | > 1

2. ρT = 0 ⇐⇒ |
⋂
SurfT | = 1

3. ρT > 0 ⇐⇒ |
⋂
SurfT | = 0

For |T | = 4:

1. ρT = 0 ⇐⇒ |
⋂
SurfT | = 1

2. ρT 6= 0 ⇐⇒ |
⋂
SurfT | = 0

Proof. For simplicity we write the characteristic point of a simplex xT = x = (x′, x′′)

where ρT = x′′.

Edge: Let T = {pi, pj}.

Assume ρT = 0. Then we have x′ ∈
⋂
SurfT . Now for any y′ ∈

⋂
SurfT , the

point y = (y′, 0) satisfies Π(pm, y) = 0 form = i, j. By uniqueness of the characteristic

point, y′ = x′. This gives ρT = 0 =⇒ |
⋂
SurfT | = 1.

Now assume
⋂
SurfT = y′. Since y′ = p′j + t(p′i − p′j) for some scalar t we have

z′′ > 0 for all z′′ such that Π(pm, z) = 0, m = i, j. By minimality of the weight of the

characteristic point we have y′ = x′ and x′′ = 0. This gives |
⋂
SurfT | = 1 =⇒ ρT =

0.

Now assume ρT < 0. By definition, the characteristic point satisfies Π(x, pm) = 0

for m = i, j with x′′ minimal, which means we can write x′ = p′j + t(p′i − p′j) for some

scalar t. Let n be an arbitrary unit vector with n ·(p′i−p′j) = 0 and let y′ = x′+
√
−x′′n.
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Then

|y′ − p′j|2 = |x′ − p′j|2 − x′′ + 2(x′ − p′j) ·
√
−x′′n (3.3.1)

= |x′ − p′j|2 − x′′

= p′′j

and by the same algebra

|y′ − p′i|2 = p′′i . (3.3.2)

This gives x′ ∈
⋂
SurfT . Now the point y′ = x′ −

√
−x′′n is also in

⋂
SurfT . Hence

ρT < 0 =⇒ |
⋂
SurfT | > 1.

Now assume y′ is on the surface of pj and pi,

|y′ − p′i|2 = p′′i

|y′ − p′j|2 = p′′j . (3.3.3)

The weighted point y = (y′, 0) satisfies

Π(y, pj) = 0 (3.3.4)

Π(y, pi) = 0.

Since x satisfies Π(x, pj) = 0 and Π(x, pi) = 0 and x′′ is minimal we have ρT ≤ 0. By

property 2. we have ρT < 0.

Property 3. comes from properties 1. and 2.

Triangle: Let T = {pi, pj, pk}.

Assume ρT = 0. Then we have x′ ∈
⋂
SurfT . Now for any y′ ∈

⋂
SurfT ,

the point y = (y′, 0) satisfies Π(pm, y) = 0 for m = i, j, k. By uniqueness of the

characteristic point, y′ = x′. This gives ρT = 0 =⇒ |
⋂
SurfT | = 1.
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Now assume
⋂
SurfT = y′. Since y′ = p′j + s(p′i − p′j) + t(p′i − p′k) for some

scalars s and t we have z′′ > 0 for all z′′ such that Π(pm, z) = 0 for m = i, j, k. By

minimality of the weight of the characteristic point we have y′ = x′ and x′′ = 0. This

gives |
⋂
SurfT | = 1 =⇒ ρT = 0.

Assume ρT < 0. We can write x′ = p′i + s(p′i − p′j) + t(p′i − p′k) for scalars s and t.

Define n such that n ·(p′i−p′j) = 0, n ·(p′i−p′k) = 0, and |n| = 1. Let y′ = x′+
√
−x′′n.

Then for m = i, j, k,

|y′ − p′m|2 = |x′ − p′m|2 − x′′ + 2(x′ − p′m) ·
√
−x′′n (3.3.5)

= |x′ − p′m|2 − x′′

= p′′m

which shows that the surfaces of p′i, p
′
j , and p′k have nonempty intersection. Now the

point z′ = x′ −
√
−x′′n ∈

⋂
SurfT which gives |

⋂
SurfT | > 1.

We can show as for |T | = 2 that |
⋂
SurfT | > 1 =⇒ ρT < 0.

Property 3. comes from property 1. and 2.

Tetrahedron: We have
⋂
SurfT ⊂ XT . Properties 1., 2., and 3. come from the

fact that the set XT contains only one point, x′, which is the center of the characteristic

point.

Let
⋂
BT be the intersection of balls represented by points in T . We call

⋂
BT

non-redundant if
⋂
BT 6=

⋂
BT̃ for all T̃ ⊂ T , otherwise we call

⋂
BT redundant.

Define VT = vol(
⋂
BT ) and ST = surf(

⋂
BT ). We present relationships between ρT

and properties of the set of balls BT .

Volume Intersection.

1. ρT < 0 ⇐⇒ VT > 0, ST > 0 and
⋂
BT is non-redundant.

2. ρT ≥ 0 ⇐⇒ VT = ST = 0 or
⋂
BT is redundant.

Proof. Edge: Let T = {pi, pj}.
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Assume ρT < 0. By the Spherical Intersection property, we know that |
⋂
SurfT | >

1. This means that the surfaces of pi and pj intersect along a circle with positive radius.

This gives VT > 0, ST > 0 and
⋂
BT non-redundant.

Now assume that VT > 0, ST > 0 and
⋂
BT is non-redundant. Then the surfaces of

pi and pj intersect along a circle with positive radius which shows that ρT < 0.

Property 2. comes from property 1.

Triangle: Let T = {pi, pj, pk}.

Assume ρT < 0. We know that |
⋂
SurfT | > 1. This gives the configurations

shown in Figure 3.3 case 1. Case 2 is violates the assumption of that A is in general

position. Without loss of generality, call the sphere pi. The red and blue circles on the

surface of pi are the circles of intersection of the surfaces of pj and pk with pi.

  

Figure 3.3: Illustration of the possible circles of intersection of the sphere pi with the spheres pj and pk.

In each case, it is easy to see that
⋂
BT is not redundant. Also,

⋂
BT is a subset

of the ball pi which is a above both of the planes which cut through the circles of

intersection on the sphere. This gives VT > 0 and ST > 0.

Now assume that VT > 0, ST > 0, and
⋂
BT is non-redundant. Then we have the

intersection shown in Figure 3.4. We let i1 and i2 be the common points on the two

intersection circles. Then x′ = 1
2
(i1 + i2) and x′′ = − |i1−i2|

4

2
< 0 are the components

of the characteristic point of σT . This gives ρT < 0.

Property 2. comes from property 1.

Tetrahedron: Let T = {pi, pj, pk, pl}.

Assume ρT < 0. We know that x′ ∈
⋂
BT . By the Spherical Intersection property
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i1

i2

x '

√−ρT

Figure 3.4: Circles of intersection of the sphere pi with spheres pj and pk. The points i1 and i2 lie on the
intersection of the two circles. The characteristic point of the triangle is xT = (x′, ρT ).

we have x′ /∈
⋂
SurfT which gives |

⋂
BT | > 1. This means VT > 0 and ST > 0. Now

for every triad T̃ ⊂ T we have ρT̃ ≤ ρT . This along with the Spherical Intersection

property gives the intersection shown in Figure 3.5 and
⋂
BT non-redundant.

Now assume VT > 0, ST > 0, and
⋂
BT is non-redundant. Then we have the

intersection shown in Figure 3.5. Let i1, i2, and i3 be the points of intersection on the

surface of the sphere. Then x′ is the intersection of the line segments i1i2, i1i3, and i2i3

and ρT = −|x′ − i1|2 < 0.

  

i1

i2

x '
√−ρT i3

Figure 3.5: Circles of intersection of pi with pj , pk, and pl. The characteristic point of the tetrahedron is
xT = (x′, ρT ).
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3.4 Attached and Unattached Simplices

A simplex, σT , is called unattached if xT satisfies Π(xT , p) > 0 for all p ∈ A \ T ;

otherwise a simplex is called attached. By the Empty Sphere Property, and assuming

general position of data points, all tetrahedra are unattached. We say a simplex σT̃ is

attached to σT if Π(xT̃ , p) ≤ 0 for p = T \ T̃ .

Definition 3.4.1. An unattached simplex σT is in Cα if and only if α ≥ ρT .

We call the union of the balls in T that are expanded by α,
⋃
BTα , and similarly for⋂

BTα and
⋂
STα .

Equivalence. If a simplex, σT , is unattached then the following are equivalent:

1. σT ∈ Cα

2. α ≥ ρT

3.
⋂
BTα 6= ∅ and is non-redundant

4. σT is interior to Bα

Proof.

(1⇔ 2) : This comes from Definition 3.4.1.

(2⇔ 3) : This comes from the Spherical Intersection property and Volume Inter-

section property along with Equation 2.2.7.

(3⇔ 4) : This is easy to see using a geometric argument.

Definition 3.4.2 (Incidence). Two simplices are called incident if one is included in the

other and their dimensions differ by one [3].

For a simplex σT with |T | < 3, let incT be the set of simplices that contain σT . That

is incT is the set of higher dimensional simplices that are incident to σT .

Definition 3.4.3. An attached simplex σT is in Cα if there exists a simplex, σT+ ∈ incT ,

such that σT+ ∈ Cα.
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3.5 Filtrations and Persistence

As alpha increases from −∞ to∞ a discrete set of alpha complexes are obtained. By

equation 2.2.9,

Cαi ⊆ Cαj for αi ≤ αj.

The sequence of nested complexes ∅ = Cα0 ⊆ · · · ⊆ Cαm = T is a filtration of the

tetrahedrization T . For

α < −max
p∈A

p′′

Cα = ∅. As α increases we first obtain vertices in Cα, followed by edges connecting

bonded atoms. The first triangles connect an atom with two of its bonded neighbors.

Additional edges, triangles, and tetrahedra become part of Cα. Finally for

α ≥ max
σT∈T

ρT

we have the entire tetrahedrization Cα = T (See Figure 3.6). By comparing different

spatial resolutions one may learn about the topology of the underlying space. See [42]

for a more in depth discussion on computational topology.

3.6 Classification of Simplices

A simplex, σT ∈ Cα, is called interior if it contains interior points of Cα, singular if it

is incident to no higher dimensional simplex in Cα, regular if it is incident to a higher

dimensional simplex in Cα but it is not interior. Note that for any value of α, an attached

simplex is never singular, a tetrahedron is never singular nor regular, and simplices on

the convex hull of A′ (see equation 2.2.1) are never interior.

For each simplex, σT , there exist three disjoint (possibly empty) intervals for which

σT is singular, regular, or interior. An unattached simplex, σT , becomes part of Cα when

α = ρT . As α increases, this simplex remains singular until α = µ
T

when it becomes
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Figure 3.6: A set of alpha complexes for increasing α of a small polypeptide.
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regular. The value µ
T

is defined as follows [12]:

µ
T

= min
σT+∈incT


ρT+ if σT+unattached

µ
T+ if σT+attached

(3.6.1)

As α increases, σT remains regular until α = µT when it becomes interior. Note

that simplices on the boundary of conv(A′) never become interior. In this case, one

can define µT = ∞. If σT is not on conv(A′), then σT is interior when all incident

tetrahedra are in Cα.

To summarize, let µs, µr, and µi be the α values for which a simplex becomes

singular, regular, or interior, respectively. Then these values are given by:

Classification of Simplex µs µr µi

Unattached, interior to convex hull ρT µ
T

µT

Unattached, on convex hull ρT µ
T

DNE

Attached, interior to convex hull DNE µ
T

µT

Attached, on convex hull DNE µ
T

DNE
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Part II

Molecular Volume, Atomic Solvent

Accessible Surface Area, Jacobian, and

Discontinuities
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Chapter 4

Volume, Surface Area, and Gradient

4.1 Overview: Volume and Surface Area Computation

Methods

A molecule may be modelled as a union of spheres: each atom is represented by a

sphere centered at the nucleus center with van der Waals radius. We associate the set

of weighted points A with a molecule where p ∈ A corresponds to an atom in the

molecule centered at p′ with radius
√
p′′.

In the following subsections three algorithms are presented for computing the vol-

ume and surface area [26], [7], [12]. The first two algorithms are preludes to the third

which is the fastest and the one that is implemented.

4.1.1 Inclusion-Exclusion

The volume and surface area of a molecule can be computed using the inclusion-

exclusion formula. The total volume and surface area of the molecule are given by

a combinatorial equation,

V =
∑
T⊂A

(−1)k−1VT , |T | = k (4.1.1)
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and

S =
∑
T⊂A

(−1)k−1ST , |T | = k. (4.1.2)

The sum is taken over all possible subsets T of A for |T | = 1, ..., n− 1 where n is the

number of atoms. Here VT = vol(
⋂
BT ) and ST = surf(

⋂
BT ) as defined in Section

3.3.

The number of terms in the sums 4.1.1 and 4.1.2 is unwieldy even for moderately

large n. The quantities VT and ST may be difficult for many T with |T | ≥ 3, and in the

end may even cancel to zero. A possible improvement would be to take the sum over

all subets T of A that have nonempty intersection.

4.1.2 Direct Inclusion-Exclusion

The direct inclusion-exclusion formula is an exact method which omits zero terms and

terms with |T | > 4 in the sums 4.1.1 and 4.1.2. It has been shown that the intersections

of five or more balls may be reduced to a combination of the intersection of four or

fewer balls.

The terms needed to compute the volume and surface area of a molecule are encoded

in the alpha complex:

V =
∑
σT∈C

(−1)k−1VT , |T | = k (4.1.3)

and

S =
∑
σT∈C

(−1)k−1ST , |T | = k. (4.1.4)

4.1.3 Short Inclusion-Exclusion

The short inclusion-exclusion method, like the direct method, relies on the alpha com-

plex. However, with this method the intersections of four balls do not need to be com-

puted. Rather the computation involves the weighted sum of triple, double, and single

intersections. The weights, φT , as well as the other components of the formula will be
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discussed in the next section.

V = V +
∑
σT∈∂C

(−1)k−1φTVT , |T | = k < 4 (4.1.5)

S =
∑
σT∈∂C

(−1)k−1φTST , |T | = k < 4. (4.1.6)

4.2 Volume and Surface Area Formulas

Consider a set of weighted points A, where p ∈ A is written p = (p′, p′′) with p′ ∈ R3

the location of the point and p′′ ∈ R the weight. The point p can be thought of as a

ball (or atom) centered at p′ with radius
√
p′′, and the set A can be thought of as a set

of atoms which describe a molecule. Define C = Cα to be the alpha complex of A for

the desired value of α, and ∂C the set of simplices in the boundary of C. For a subset

T ⊂ A, we write |T | = k if there are k elements in T . Let T ′ be the set of the centers of

points in T . A k-simplex is a k-dimensional polytope which is the convex hull of k + 1

points. A simplex which is the convex hull of points in T ′ is written as σT . As we are

working in three dimensions we only consider |T | ≤ 4. The terms ST and VT are the

surface area and volume respectively of the intersection of the balls in T (See Figure

4.1).

The surface area and volume of the union of balls are

S =
∑
σT∈∂C

(−1)k+1cTST , |T | = k (4.2.1)

V = V +
∑
σT∈∂C

(−1)k+1cTVT , |T | = k (4.2.2)

where V is the volume of the tetrahedra in the alpha complex. The coefficients, cT , are

given for the following simplices,

• |T | = 1, i.e. a vertex vi: cT = ΩT is the fraction of the ball i outside the tetrahedra

in the alpha complex. That is ΩT is the normalized outer solid angle subtended

by the union of tetrahedra in C which contain vi.
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|T|=1

|T|=3

|T|=2

V T

ST

Figure 4.1: Volume (blue) and surface area (red) contributions from simplices of dimensions one, two,
and three.

• |T | = 2, i.e. an edge eij: cT = ΦT is normalized outer dihedral angle of the union

of tetrahedra in C which contain the edge eij .

• |T | = 3, i.e. a triangle tijk: cT is 1 if the triangle is singular and 1
2

if the triangle

is regular. In other words, cT is the fraction of VT and ST that is outside the union

of tetrahedra in the alpha complex.

Here vi = p′i, eij = conv({p′i, p′j}), and tijk = conv({p′i, p′j, p′k}).

  

T T

Figure 4.2: Fractional outer solid angle and fractional outer dihedral angle.

The term S gives the total surface area of the molecule, but we are also interested

in the contribution of an individual atom, pi, to the total surface area. Call this term S i.
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Then

S i =
∑
σT∈∂C

(−1)k+1cTS
(i)
T , |T | = k (4.2.3)

where S(i)
T is the contribution of ST to S i with

n∑
i=1

S i = S. (4.2.4)

These formulas will be given in subsequent sections. The sum 4.2.3 may also be taken

over all σT ∈ ∂C such that pi ∈ T since S(i)
T = 0 if pi /∈ T . Assuming A has n

elements, i.e. the molecule has n atoms, define the n-vector ~S where the ith element of

~S is S i. We will also consider the weighted surface area

Sw =
n∑
i=1

wiS i. (4.2.5)

where the wi are given constants.

4.3 Derivatives

Consider the radius of each of the balls in A fixed. Then for i = 1 . . . n, S, S i, and

V are piecewise differentiable functions of the 3n position variables. Discontinuities

in the derivatives in ~S, S, S i, and V occur at exactly the same points in conformation

space.

Let xi,j be the jth coordinate of atom i and define

X =
(
x1,1, x1,2, x1,3, . . . , xi,1, xi,2, xi,3, . . . , x3(n−1),1, x3(n−1),2, x3(n−1),3

)
. (4.3.1)
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In a region where the functions are differentiable write

∇V =

(
∂V
∂X1

, . . . ,
∂V
∂X3n

)
∈ R3n (4.3.2)

∇S =

(
∂S
∂X1

, . . . ,
∂S
∂X3n

)
∈ R3n (4.3.3)

∇Sw =

(
∂Sw
∂X1

, . . . ,
∂Sw
∂X3n

)
∈ R3n (4.3.4)

(4.3.5)

and

J( ~S) =



∇S1

.

.

.

∇Sn


∈ Rn×3n (4.3.6)

where ∂
∂Xk

= ∂
∂xi,j

is the partial derivative with respect to the jth coordinate of atom i

and k = 3(i− 1) + j.

Applying the product rule,

∇V =
∑

σT∈∂C:|T |=1

∇ΩTVT

+
∑

σT∈∂C:|T |=2

∇ΦTVT + ΦT∇VT

+
∑

σT∈∂C:|T |=3

cT∇VT

+
∑

σT∈∂C:|T |=4

∇VT . (4.3.7)

By writing ΩT , ΦT , cT with T ∈ ∂C in the column vectors ~Ω, ~Φ, ~c, and VT with

|T | = 1, 2, 3, 4 in the column vectors ~V 1, ~V 2, ~V 3, and ~V 4 respectively, we can write

equation 4.3.7 as
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∇V = ~V 1
T
J(~Ω) + ~V 2

T
J(~Φ) + ~ΦTJ( ~V 2) + ~cTJ( ~V 3) + ~eTJ( ~V 4). (4.3.8)

where ~e is a vector of the appropriate dimensions with each entry equal to one, and T

refers to the transpose of the vector.

Equations equivalent to 4.3.7 and 4.3.8 hold for S i, S, and Sw but with the |T | = 4

terms omitted.

4.4 Equations

This section contains formulas for terms in equation 4.3.7.

4.4.1 |T | = 1

Volume and Surface Area

Consider T = {pi}. The formulas for the volume and surface area of a ball are

VT =
4

3
πp′′i

3/2 (4.4.1)

ST = 4πp′′i (4.4.2)

S
(i)
T = 4πp′′i . (4.4.3)

Solid Angle

Let I be the set of tetrahedra in C to which the vertex pi is incident. For σI ∈ I define

ωI as the normalized inner solid angle subtended by the tetrahedron σI from the point

p′i. Then

ΩT = 1−
∑
σI∈I

ωIT (4.4.4)

∇ΩT = −
∑
σI∈I

∇ωIT (4.4.5)
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The normalized inner solid angle, ω, of a tetrahedron subtended by the vectors a =

p′j − p′i, b = p′k − p′i, and c = p′l − p′i (See Figure 4.3) is given by the equation

ω =
1

2π
arctan

(
|a · (b× c)|

abc+ (a · b)c+ (a · c)b+ (b · c)a

)
(4.4.6)

where a = |a| and likewise for b and c (See Figure 4.3).

Define

F =
|a · (b× c)|

abc+ (a · b)c+ (a · c)b+ (b · c)a
(4.4.7)

and

D = abc+ (a · b)c+ (a · c)b+ (b · c)a. (4.4.8)

  

pk

p j

pi

pla

c
b



Figure 4.3: Normalized inner solid angle, ω, subtended by a = p′j − p′i, b = p′k − p′i, and c = p′l − p′i.

We have

∇|a · (b× c)| = sgn(a · (b× c))∇

(
a · (b× c)

)

= sgn(a · (b× c))

[
(b× c)TJ(a) + (c× a)TJ(b) + (a× b)TJ(c)

]
(4.4.9)

∇D = (∇a)(bc+ b · c) + (∇b)(ac+ a · c) + (∇c)(ab+ a · b)

+ (bc + cb)TJ(a) + (ac + ca)TJ(b) + (ab + ba)TJ(c) (4.4.10)
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∇F =
(∇|a · (b× c)|)D − (∇D)|a · (b× c)|

D2
(4.4.11)

and

∇ω =
∇F

2π(1 + F 2)
. (4.4.12)

The Jacobian matrices J(a), J(b), and J(c) are sparse. Let J(·)m be the mth

column of J(·). Then,

J(a)3i−2:3i = −I3

J(a)(3j−2):(3j) = I3

J(a)m = 0 for all other m. (4.4.13)

The equations for J(b) and J(c) are similar with j replaced by k and l, respectively.

Then gradient of a is,

∇a =
aTJ(a)

a
(4.4.14)

which means

(∇a)3i−2:3i =
−aT

a

(∇a)3j−2:3j =
aT

a

(∇a)m = 0 for all other m. (4.4.15)

where (∇a)m is the mth element of∇a. Equivalent equations hold for b and c.
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4.4.2 |T | = 2

Volume and Surface Area

Consider T = {pi, pj}. The formulas for the volume and surface area of the intersection

of the two balls, pi and pj are

VT = πh2
i

(√
p′′i −

hi
3

)
+ πh2

j

(√
p′′j −

hj
3

)
(4.4.16)

S
(i)
T = 2π

√
p′′i hi (4.4.17)

S
(j)
T = 2π

√
p′′jhj (4.4.18)

ST = S
(i)
T + S

(j)
T (4.4.19)

where hi and hj are the heights of the spherical caps of pi and pj (See Figure 4.4).

  

x ' p j

hi

pi

h j

ST
 j

ST
i

Figure 4.4: Heights of the spherical caps and the partition of the surface area ST between two atoms.

The characteristic point, x ∈ R3 × R, of the edge σT satisfies

Π(pi,x) = 0

Π(pj,x) = 0

x′ = p′i + t(p′j − p′i) (4.4.20)
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for some scalar t (See Figure 4.5). Equations 4.4.20 gives

p′2i − p′2j − 2x′ · (p′j − p′i)− p′′i + p′′j = 0.

Define k = p′′i − p′′j and a = p′j − p′i. Then

t =
k − p′i

2 + p′j
2 − 2p′i · (p′j − p′i)

2a2

=
1

2

(
k

a2
+ 1

)
(4.4.21)

and

hi =
√
p′′i − sgn(t)|x′ − p′i| (4.4.22)

hj =
√
p′′j − sgn(1− t)|x′ − p′j|.

  

t>1

t<0

0<t<1

pi ' p j '

Figure 4.5: The quantity t satisfies x′ = p′i + t(p′j − p′i). Configurations which produce t in the three
ranges of interest are shown.

Writing x′ − p′i = ta and x′ − p′j = −(1− t)a

hi =
√
p′′i − ta (4.4.23)

hj =
√
p′′j − (1− t)a. (4.4.24)
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Then

∇VT = π

[
2hi

(√
p′′i −

hi
3

)
∇hi −

h2
i

3
∇hi

]

+π

[
2hj

(√
p′′j −

hj
3

)
∇hj −

h2
j

3
∇hj

]

= π

[(
2
√
p′′i − hi

)
hi∇hi +

(
2
√
p′′j − hj

)
hj∇hj

]
(4.4.25)

∇S(i)
T = 2π

√
p′′i∇hi (4.4.26)

∇S(j)
T = 2π

√
p′′j∇hj (4.4.27)

∇ST = ∇S(i)
T +∇S(j)

T . (4.4.28)

The gradients of hi and hj are

∇hi = −
(
a∇t+ t∇a

)
(4.4.29)

∇hj = a∇t− (1− t)∇a

where∇a is given in the previous section and

∇t = −k∇a
a3

. (4.4.30)

This gives

∇hi =
∇a
2

(
k

a2
− 1

)
(4.4.31)

∇hj = −∇a
2

(
k

a2
+ 1

)
(4.4.32)

or more specifically

(∇hi)3i−2,3i = −aT

2a

(
k

a2
− 1

)
(∇hi)3j−2,3j = −(∇hi)3i−1,3i

(∇hi)m = 0 for all other m. (4.4.33)
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and

(∇hj)3i−2,3i =
aT

2a

(
k

a2
+ 1

)
(∇hj)3j−2,3j = −(∇hj)3i−2,3i

(∇hi)m = 0 for all other m. (4.4.34)

Dihedral Angle

Let I be the set of tetrahedra in C to which the edge σT is incident. For σI ∈ I define

φI as the normalized inner dihedral angle of σI along σT . Then

ΦT = 1−
∑
σI∈I

φIT (4.4.35)

The normalized dihedral angle between planes with normals nk and nl is

φ =
arccos(nk · nl)

2π
(4.4.36)

which gives

∇φ =
−∇(nk · nl)

2π
√

1− (nk · nl)2
. (4.4.37)

  

pk

p j

pi

pla

c
b



nl

nk

Figure 4.6: Normalized dihedral angle φ between planes with normals nk and nl.

Assume plane k is defined by the vectors a = p′j − p′i and b = p′k − p′i and the
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plane l is defined by the vectors a and c = p′l − p′i. Then

nk =
a× b

|a× b|

nl =
a× c

|a× c|
. (4.4.38)

Write nk · nl = N
D

where N = (a × b) · (a × c) and D = |a × b||a × c|. Using

vector identities

N = (a · a)(b · c)− (b · a)(a · c) (4.4.39)

D =
√
a2b2 − (a · b)2

√
a2c2 − (a · c)2. (4.4.40)

Then

∇N = 2(b · c)aTJ(a) + a2
(
bTJ(c) + cTJ(b)

)
(4.4.41)

−(a · c)
(
bTJ(a) + aTJ(b)

)
−(a · b)

(
cTJ(a) + aTJ(c)

)
.

That is

∇N3i−2:3i =
(
a · (b + c)− 2(b · c)

)
aT (4.4.42)

+
(
a · c− a2

)
bT

+
(
a · b− a2

)
cT

∇N3j−2:3j = 2(b · c)aT − (a · c)bT − (a · b)cT

∇N3k−2:3k = a2cT − (a · c)aT

∇N3l−2:3l = a2bT − (a · b)aT

∇Nm = 0 for all other m
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Define A = |a×c|
|a×b| . Then

∇D = A

((
b2aT − (a · b)bT

)
J(a) +

(
a2bT − (a · b)aT

)
J(b)

)
(4.4.43)

+
1

A

((
c2aT − (a · c)cT

)
J(a) +

(
a2cT − (a · c)aT

)
J(c)

)

which gives

∇D3i−2:3i = −∇D3j−2:3j −∇D3k−2:3k −∇D3l−2:3l (4.4.44)

∇D3j−2:3j =
(
Ab2 +

c2

A

)
aT − A(a · b)bT − 1

A
(a · c)cT

∇D3k−2:3k = A
(
a2bT − (a · b)aT

)
∇D3l−2:3l =

1

A

(
a2cT − (a · c)aT

)
∇Dm = 0 for all other m

From equations 4.4.41 and 4.4.43 we can find∇(nk · nl) = D∇N−N∇D
D2 .

4.4.3 |T | = 3

Volume and Surface Area

Consider T = {pi, pj, pk}. The volume and surface area of the common intersection of

three balls can be written as a weighted sum of the surface area of the single and the

double intersections. If pi, pj , and pk have a non-empty intersection then there are two

points in common with the surfaces of all three balls. Call one of these points x′, define

px = (x′, 0) ∈ R3 × R, and let Tx = {pi, pj, pk, px} (See Figure 4.7). Let S2 be the set

of edges defined by σTx and S1 the set of vertices in σTx .

The volume and surface areas (See Figure 4.8) of the intersection of pi, pj , and pk
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are given by [20]

1

2
V = VTc +

∑
σt∈S2

ΦtVt −
∑
σt∈S1

ΩtVt k, l = (1, 2, 3) (4.4.45)

1

2
S(i)
T = Φ{i,j}S

(i)
{i,j} + Φ{i,k}S

(i)
{i,k} − Ω{i}S{i} (4.4.46)

1

2
S(j)
T = Φ{j,k}S

(j)
{j,k} + Φ{j,i}S

(j)
{j,i} − Ω{j}S{j} (4.4.47)

1

2
S(k)
T = Φ{k,i}S

(k)
{k,i} + Φ{k,j}S

(k)
{k,j} − Ω{k}S{k} (4.4.48)

1

2
ST = S(i)

T + S(j)
T + S(k)

T (4.4.49)

where Φ{i,j} is the normalized dihedral angle of σTC along the edge σ{i,j}, Ωi is the

normalized solid angle of σTc subtended from p′i, and similarly for other combinations

i, j, and k.

  

x '

pi p j

pk

x '

p j 'pi '

pk '

Figure 4.7: Center of characteristic point x′ and resulting tetrahedron.
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pi p j

pk

ST
i 

ST
i 

ST
i 

Figure 4.8: Partition of ST between the three atoms.

We have

∇V = ∇VTc +
∑
σt∈S2

(∇Φt)Vt

+
∑
σt∈S2

Φt(∇Vt)−
∑
σt∈S1

(∇Ωt)Vt (4.4.50)

∇S(i)
T = (∇Φ{i,j})S

(i)
{i,j} + Φ{i,j}∇(S

(i)
{i,j})

+(∇Φ{i,k})S
(i)
{i,k} + Φ{i,k}(∇S(i)

{i,k})

−(∇Ω{i})S{i}) (4.4.51)

similarly for S(j)
T and S(k)

T , and

∇ST = ∇S(i)
T +∇S(j)

T +∇S(k)
T (4.4.52)

The point x satisfies the following equations

|p′i − x′|2 − p′′i = 0 (4.4.53)

|p′j − x′|2 − p′′j = 0 (4.4.54)

|p′k − x′|2 − p′′k = 0 (4.4.55)
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Let a = pj
′ − p′i and b = p′k − p′i, which gives the normal to the plane that contains

σT as n = a × b. The characteristic point, xc, of the triangle σT was found in the

computation of the alpha complex and satisfies x = xc + hn where h is the height of x

above the plane containing σT . Plugging this into equation 4.4.53 gives

|p′i − xc|2 − 2h(p′i − xc) · n + h2n2 − p′′i = 0 (4.4.56)

The vector (p′i − xc) is orthogonal to n which gives

h =

√
p′′i − |p′i − xc|2

n
=

√−ασT
n

(4.4.57)

where ασT is the size of the triangle σT .

Euqations 4.4.53, 4.4.54, and 4.4.55 can be differentiated implicitly to obtain J(x) =

M−1Y where

M =


(pi − x)T

(pj − x)T

(pk − x)T

 , Y =


(pi − x)TJ(pi)

(pj − x)TJ(pj)

(pk − x)TJ(pk).

 (4.4.58)

This gives

J(x)3i−2:3i = M−1


(pi − x)T

0

0

 (4.4.59)

J(x)3j−2:3j = M−1


0

(pj − x)T

0

 (4.4.60)

J(x)3k−2:3k = M−1


0

0

(pk − x)T

 (4.4.61)
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J(x)m = 0 for all other m (4.4.62)

The terms in (4.50) and (4.51) may be found by substituting x and J(x) into the

appropriate equations which can be found in previous sections.

Coefficients

Given a triangle, σT , its coefficient is given by

cT =


1, if σT is singular

1
2

if σT is regular
(4.4.63)

The triangle, σT , transitions from singular to regular when an incident tetrahedron be-

comes part of the alpha complex.

4.4.4 |T | = 4

Volume

Consider T = {pi, pj, pk, pl}. Let a = p′j − p′i, b = p′k − p′i, and c = p′l − p′i. The

volume of the tetrahedron σT is given by

Vtetra =
|a · (b× c)|

6
. (4.4.64)

Then ∇V is one-sixth equation 4.4.9.
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Chapter 5

Gradient Discontinities

5.1 Continuity and Regionwise Differentiability

Intuitively, the surface area and volume functions, ~S, S, Sw, and V , are continuous

functions of the positions vectors of the atoms. These functions do not intrinsically

depend on the alpha complex; the alpha complex is merely a useful tool to to compute

these quantities. Although the alpha complex, C, is only regionwise continuous, at a

discontinuity of σT ∈ C the corresponding surface and volume contributions VT , and

S
(i)
T vanish. This preserves the continuity of ~S, S , Sw, and V as expected.

The functions ~S, S, Sw, and V are regionwise differentiable with respect to the co-

ordinates of the atom’s centers. Note that continuity of J( ~S) at a given configuration

implies the continuity of ∇S and ∇Sw. Also, if ∇Sw is continuous for arbitrary co-

efficients, then J( ~S) and ∇S are continuous. However, continuity of ∇S at a given

configuration does not ensure the continuity of J( ~S) and Sw as will be seen.

We say the alpha complex, C, is discontinuous at a given configuration, X , if and

only if there exists a simplex, σT , such that in any neighborhood of X there exists

configurations where σT ∈ C and σT /∈ C. This happens if and only if size(σT ) = 0.

Discontinuous derivatives of the surface area and volume functions occur only at

configurations where C is discontinuous. However a discontinuous alpha complex does

not necessarily imply discontinuous derivatives. We shall examine the types of disconti-
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nuities that are encountered in the alpha complex and determine which ones correspond

to discontinuous derivatives of the surface area and volume functions.

5.1.1 Binary Discontinuities

Two types of discontinuities occur between pairs of atoms (See Figure 5.1).

B 1. Spheres are externally tangent

B 2. Spheres are internally tangent

  

p j 'pi '

a)
  

p j 'pi '

b)
Figure 5.1: Two types of binary discontinuities: a) External tangency, b) Internal tangency

Given an edge eij ∈ C the gradients of the surface areas S(i)
ij and S(j)

ij are given by,

∇S(i)
ij = 2πri∇hi

= π∇ari
( k
a2
− 1
)

(5.1.1)

and

∇S(j)
ij = 2πrj∇hj

= −π∇arj
( k
a2

+ 1
)

(5.1.2)
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with

∇Sij = 2π
(
ri∇hi + rj∇hj

)
= π∇a

[
ri

( k
a2
− 1
)
− rj

( k
a2

+ 1
)]
. (5.1.3)

In the case where the two spheres are externally tangent, a = |rj+ri|. As a→ |rj+ri|−,

∇Siij , ∇S
j
ij , and ∇Sij are nonzero. In the case where the two spheres are internally

tangent, a = |rj − ri|, and∇Siij ,∇S
j
ij are discontinuous. However∇Sij is continuous.

We have

ri(k − a2)− rj(k + a2) = 0. (5.1.4)

Then assuming the two spheres are not identical,

lim
a→|rj−ri|+

∇Sij = 0 (5.1.5)

Thus externally tangent spheres produce discontinuities in S, Sw, and ~S. However

internally tangent spheres only produce discontinuities in Sw, and ~S. At such a config-

uration S is continuous. Note that if the binary tangency is completely interior to the

union of the remaining balls, a derivative discontinuity is not produced.

5.1.2 Tertiary Discontinuities

First we will classify interactions with three atoms and determine which such configura-

tions give continuous surface area gradients. For this we define an atom to be redundant

if it is completely interior to another atom.
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a) b) c) d)
Figure 5.2: Spheres along sample trajectory: a) initial position of atoms, b) external tangency, c) internal
tangency, d) final position of atoms
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a) b) c)

f)e)d)

Figure 5.3: Tertiary interactions with no tangencies or redundant atoms.

Tertiary Interactions with No Tangencies or Redundant Atoms

Refer to Figure 5.3. Cases a), b), and f) can be treated as continuous binary interactions

and case d) gives continuous derivatives as given by formulas in section 4.4.3. The

corresponding triangles given by cases c) and e) have size 0. At such a configuration

the alpha complex is discontinous. However, as it will be shown, ∇S, ∇Sw, and J( ~S)

are continuous.

Continuity of ∇S , ∇Sw, and J( ~S) in c) depend on the smoothness of S(l)
ijk, for

l = i, j, k, as Sijk → 0. In this case, each of the atoms i, j, and k may be treated

identically. We will consider the surface area contribution, S(i), from atom i and the

results may be generalized to area contributions from atoms j and k.

In any neighborhood of configuration c), the surface area, S(i), is given by

S(i) =


Si − S(i)

ij − S
(i)
ik (Case b)

Si − S(i)
ij − S

(i)
ik + S

(i)
ijk (Case d).

(5.1.6)
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It can be shown, (see Appendix A), that

lim
Sijk→0

S
(i)
ijk → 0. (5.1.7)

Given equation 5.1.7 and continuity of the involved edges, configuration c) gives a

continuous gradient with

∇S(i) = −∇
(
S

(i)
ij + S

(i)
ik

)
. (5.1.8)

Similar equations hold for ∇S(j) and ∇S(i). This shows continuity of ∇S, ∇Sw, and

J( ~S) at such a conformation.

Now we will consider case e). To this end we will label the atoms pi, pj , and pk

as shown Figure 5.4. Note that in the following arguments, pi and pj may be treated

equivalently, whereas surface areas involving pk must be treated differently. As will be

shown, case e) and case e) alternate are qualitatively the same. However, we will begin

with the first case. In any neighborhood of configuration e) (See Figure 5.4), the surface

area contributions are given by

S(i) =


Si − S(i)

ik (Case f)

Si − S(i)
ij − S

(i)
ik + S

(i)
ijk (Case d),

(5.1.9)

S(j) =


Sj − S(j)

jk (Case f)

S(j) − S(j)
ij − S

(j)
jk + S

(j)
ijk (Case d),

(5.1.10)

S(k) =


Sk − S(k)

ik − S
(k)
jk (Case f)

Sk − S(k)
ik − S

(k)
jk + S

(k)
ijk (Case d).

(5.1.11)

We want to consider the case as Sijk → Sij . That is, when case d) approaches case

e), or equivalently as case d) approaches case f) since any transition from one to the

other requires a passage through case e). As shown in the appendix by equations A.0.8
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pk

pi
p j

Figure 5.4: Case e.

we have

lim
Sijk→S−ij

∇
(
S

(i)
ij − S

(i)
ijk

)
= 0 (5.1.12)

lim
Sijk→S−ij

∇
(
S

(j)
ij − S

(j)
ijk

)
= 0 (5.1.13)

lim
Sijk→S−ij

∇S(k)
ijk = 0. (5.1.14)

Since the gradient of the remaining terms in equations 5.1.9, 5.1.10, and 5.1.11 are

continuous this shows the continuity of ∇S(i), ∇S(j), ∇S(k) and thus ∇S and ∇Sw at

conformation e).

We will now consider case e) alternate. In any neighborhood of configuration e) alt.,

the surface area contributions are given by (See Figure 5.5),

S(i) =


Si − S(i)

ij (Case g)

Si − S(i)
ij − S

(i)
ik + S

(i)
ijk (Case d),

(5.1.15)

S(j) =


Sj − S(j)

ij (Case g)

S(j) − S(j)
ij − S

(j)
jk + S

(j)
ijk (Case d),

(5.1.16)

S(k) =


0 (Case g)

Sk − S(k)
ik − S

(k)
jk + S

(k)
ijk (Case d).

(5.1.17)
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g)

pk

pi
p j

Figure 5.5: Case g.

We want to condider the case as S(k) → 0. That is, when case d) approaches case

e), or equivalently as case d) approaches case g) since any transition from one to the

other requires a passage through case e). As shown in the appendix, we have

lim
S(k)→0

∇
(
S

(i)
ik − S

(i)
ijk

)
= 0 (5.1.18)

lim
S(k)→0

∇
(
S

(j)
jk − S

(j)
ijk

)
= 0. (5.1.19)

Since the gradient of the remaining terms in equations 5.1.15 and 5.1.16 are continuous

this shows the continuity of∇S(i) and ∇S(j). Also shown in the appendix,

lim
S(k)→0

∇S(k)
ijk = 0. (5.1.20)

which shows continuity of ∇S(k). Thus ∇S, ∇Sw, and J( ~S) are continuous at confor-

mation e) alternate.

Figures 5.6 and 5.7 illustrate how a given sphere is cut by the two remaining spheres

both case e) and case c).

As seen both types of case e) are qualitatively the same, and the surface of pk in

case e) is qualitatively the same as the surfaces in case c).

Tertiary Interactions with a Binary External Tangency and No Redundant Atoms

It is easy to see that cases shown in Figure 5.8 can be reduced to binary cases with

possibly the exception of case ext d) (See Figure 5.9). Consider atoms pi, pj , and pk at
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pi p j

pk

Surface of         or pi p j Surface of pk

Figure 5.6: Illustration of how a given sphere is cut by two remaining spheres in case e).

a discontinuity of type ext d.

In any neigbhorhood of interactions of type ext d) we have interactions of type ext

c), ext e), a), or d), with surface areas given by

S = Si + Sj + Sk − Sik − Sjk (cases ext c), ext e), a)

S = Si + Sj + Sk − Sik − Sjk − Sij + Sijk (case d).

We have

Si =


Si − Siik (Cases ext c), ext e), a)

Si − Siij − Siik − Siijk (Case d),

Sj =


Sj − Sjjk (Cases ext c), ext e), a)

Sj − Sjij − S
j
jk − S

j
ijk (Case d),
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Surface of         as cut by remaining spherespi

pi

pi

pi

Figure 5.7: Illustration of how a given sphere is cut by two remaining spheres in case c).

and

Sk =


Sk − Skik − Skjk (Cases ext c), ext e), a))

Sk − Skik − Skjk + Skijk (Case d).

Since the binary discontinuity does not affect the surface area, S(k), of atom k and

by equation A.0.7 we get a continuous gradient with

∇Sk = −∇(Sik + Sjk). (5.1.21)

Furthermore, by equation A.0.7, the only terms in 5.1.21 and 5.1.21 that cause dis-

continuities in the∇Si and∇Sj are Siij and Sjij , respectively. This type of discontinuity

has already been discussed.

Tertiary Interactions with a Binary Internal Tangency, No Redundant Atoms, or

Intersection on a Circle

Refer to Figure 5.10. Cases a) and b) can be reduced to cases already discussed.
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ext a) ext b) ext c)

ext d) ext e) ext f)

Figure 5.8: Tertiary interactions with a binary external tangency and no redundant atoms

Intersection on a Common Circle

If three or more spheres intersect on a common circle then a discontinuous surface area

gradient is produced (See Figure 5.11).

The forces on each atom for a sample trajectory of three atoms that pass through a

common circle of intersection are shown in Figure 5.12.

5.1.3 Quaternary interactions

We want to consider the case when a tetrahedron is discontininuous, that is when the

surface of the four balls, pi, pj pk, and pl, intersect at a point. In this case, the three

circles of intersection on the surface of the fourth ball have a common point (See Figure

5.13).

In any neighborhood of discontinuity a), (see Figure 5.14), the surface area S(m)

with m = i, j, k, l is given by
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pk

pi p j

Figure 5.9: Case ext d).

S(m) = Sm −
∑

n=i,j,k,l 6=m

S(m)
mn +

∑
p,n=i,j,k,l
n6=p;n,p 6=m

S(m)
mnp − S

(m)
ijkl case a) (5.1.22)

S(m) = Sm −
∑

n=i,j,k,l 6=m

S(m)
mn +

∑
p,n=i,j,k,l
n6=p;n,p 6=m

S(m)
mnp case c).

As shown in the appendix,

lim
Sijkl→0+

∇S(m)
ijkl = 0 (5.1.23)

which shows∇S is continuous.

Figure 5.15 shows the forces acting on a four atom trajectory and summarizes qual-

itative effect of discontinuous simplices on the calculated force. The forces on each

atom are represented by a different color.

5.2 Near Discontinuities

As shown in the previous section, the surface area gradients are discontinuous if and

only if an edge exterior to the alpha complex has size zero or three or more spheres

are cocircular. We will call the first type a generic discontinuity and the second type

a nongeneric discontinuity. Since nongeneric discontinuities are very rarely found in

practice we ignore this type for the remainder of this section.

We want to know when a configuration is near discontinuous. That is, given ε, there

exists an atom, pi, and a direction, d, such that if pi moves distance ε in the direction d

the surface area gradient is discontinuous.
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 int a)  int b)

Figure 5.10: Tertiary interactions with a binary internal tangency, no redundant atoms, or intersection on
a circle

5.3 Implementation

In practice is is very unlikely that an edge will be exactly at a discontinuity. Even

assuming that analytically the edge is exactly at a discontinuity, the size of an edge may

be calculated as O(10−16) due to inexact arithmetic.

The program accepts a tolerance, ε, such that if an edge is “ε-near” a dicontinuity a

discontinuous force and direction will be returned. An atom is ε-near to a discontinuity

if it can move any distance less than ε with out encountering a binary discontinuity.

An edge, eij , is at a discontinuity if the size of the edge is equal to 0. However,

the size of the edge does not tell us exactly how far either atom can move without

encountering a tangency. When the size of an edge is 0 either de = |p′i−p′j|−ri−rj = 0

(external tangency), or di = |p′i − p′j| − |ri − rj| = 0 (internal tangency). Atoms in the

edge with either |de| ≤ ε or |di| ≤ ε are marked as giving discontinuous forces. For

each such atom a base force is returned. The base force for an atom with de 6= 0 and

di 6= 0 is the force calculated exactly at the given configuration. If de or di is exactly
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Figure 5.11: Three spheres intersect along a common circle.

Figure 5.12: Forces as three spheres pass through a common circle of intersection.

zero, the force at that point is undefined. In any neighborhood, a force is well defined

and one of these is arbitrarily taken to be the “base” force. For each edge a direction is

also returned. This is the direction vector between the two atom centers. It means that

for the given atom, any movement in the p′i− p′j direction with distance less than de (or

when appropriate di) does not introduce a discontinuous force. A “correction” vector

is also returned. That is, if the atom moves over the plane of discontinuity the resulting

force on the atom is the “base” force plus the “correction” force. Another option is to

return a derivative smoothed by a spline.
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Figure 5.13: Tetrahedron is discontinuous when the surface of four spheres have a common intersection.

5.4 Statistics

A set of 4500 conformations of simulated HIV protease trajectory were examined for
near force discontinuities (ε = 10−5) with a solvent radius of 0 and 1.4. The total results
over all conformations are shown in the following table and Figure 5.16.

Solvent radius # of edges Minimum distance # of nonsingular edges
near disc. from disc. near disc.

0 4839 4.4409e−16 106

1.4 326 9.6154e−7 14

For both solvent radii, certain distances lock into place for the later conformations.

Figure 5.17 shows that each of these distances correspond to atom pairs and is an artifact

of the calculated trajectory.
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a)
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c)

Figure 5.14: Discontinuity and near discontinuities.

Figure 5.15: Forces on a four atom trajectory summarizes qualitative effect of discontinuous simplices.
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Figure 5.16: Distances from discontinuities for HIV protease trajectory for solvent radii r = 0 Angstroms
and r = 1.4 Angstroms.
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Figure 5.17: Atoms involved in near discontinuities for HIV protease trajectory. Solvent radius is 1.4
Angstroms.
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Part III

Solvation Free Energy, Forces, and

SEA
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Chapter 6

Solvation Model Semi-Explicit

Assembly (SEA)

6.1 Modeling Aqueous Solvation by Semi-Explicit As-

sembly (SEA)

We would like to study the effect of solvent on a solute molecule, in particular we would

like to calculate the free energy of solvation, ∆G.

Explicit methods, which surround a solute by explicit water molecules, tend to be

slow; thousands to tens of thousands of waters are added to the system when the solute

is hydrated. Implicit solvent models typically treat the solvent as a continuous medium

and the free energy of solvation is commonly calculated as

∆G =
N∑
i=1

γiAi (6.1.1)

where N is the number of solute atoms, Ai is the individual atomic surface area of atom

i and γi is a parameter that depends on atom type [13]. While implicit methods are

generally faster than explicit methods, accuracy decreases due to the neglect of certain

physical properties of the system, such as discrete microscopic effects of the water

molecules, dispersive interactions, and the effect of the specific shape of the solute on
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the free energy.

A method called Semi-Explicit Assembly or SEA, developed by Fennell et al. [17],

[18], [22], better captures the physics of the system and gives accuracy close to explicit

models but is computationally fast like implicit models. The method will be visited

briefly here. Refer to [17], [18], and [22] for a more in-depth discussion.

The free energy of solvation may be modeled as

∆G = ∆Gnp + ∆Gpol (6.1.2)

where ∆Gnp is due to cavity formation (nonpolar interactions), and ∆Gpol is due to

electrostatic interactions. We first discuss the nonpolar free energy of solvation followed

by the polar free energy.

6.1.1 Nonpolar Free Energy of Solvation

Steric repulsion and attractive dispersion interactions are handled using the Lennard-

Jones potential

VLJ(rij) =


4εij

[(
σij
rij

)12

−
(
σij
rij

)6
]

rij ≤ rc

0 rij > rc

(6.1.3)

where rij is the distance between particles, rc is a cut-off distance, εij is the well-

depth parameter, and σij is the size parameter. A one-time precomputation step consists

of using explicit solvent simulations to compute behaviors of waters around nonpolar

solute spheres with different Lennard-Jones parameters σ and ε. Nonpolar solvation

free energies (See Figure 6.1), and water distances rw (See Figure 6.2 a), are calculated

for a wide range of σ and ε. This step only needs to be performed once for a given

temperature, pressure, or solvent model.

Next,the free energy of solvation is approximated for an arbitrary solute. For so-

lute atom i, rw is interpolated from precalculated values and the solvent-accessible
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Figure 6.1: Nonpolar solvation free energy (∆G) of single LJ spheres in TIP3P water at 300 K as a
function of their σ and ε parameters. Unfavorable ∆G values are red. Favorable ∆G values are blue.
Figure from [17].

surface area is computed (See Figure 6.2 b). Dot sites are generated on the atom’s

solvent-accessible surface and Lennard-Jones potential fields are probed along each

atom center-dot site vector (See Figure 6.2 c). Potentials are averaged over the dot sites

which generates a region-averaged dispersion potential, Vra,i. This potential is fitted

to a Lennard-Jones curve to extract region-averaged parameters σra,i and εra,i. Given

these parameters, the atomic free energy, ∆Gi, is interpolated from Figure 6.1.

Total nonpolar energy of solvation is related to a weighted sum of atomic free ener-

gies

∆Gnp = pVv +
N∑
i=1

fi∆Gi(σra,i, εra,i) (6.1.4)

where fi is the fractional solvent-accessible surface area of atom i. The pVv term is due

to buried particles in the molecule.
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6.1.2 Polar Free Energy of Solvation

The ∆Gpol term is found by a procedure similar to that of the ∆Gnp term. Explicit

solvent free energy calculations are performed on a series of charged Lennard-Jones

spheres. The resulting energies are collected as a function of the curvature, Ci, and

electric field, Ei, at the solvent-accessible surface. Total free energy is calculated as a

weighted sum over all solute atoms

∆Gpol =
N∑
i=1

fi∆Gpol(Ei, Ci). (6.1.5)
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Figure 6.2: The process for incorporating non-additive environmental effects on the solute surface atoms.
(a) Sample LJ spheres in explicit water and build a map of water distances (rw) as a function of σ and ε.
(b) Construct the solvent accessible surface (SAS) using the distances from the explicit solvent map. (c)
Probe the LJ potential of the solute along the line connecting each SAS dot to its surface atom. Average
these potentials for each surface atom, and extract new “effective” LJ parameters (σra and εra) from
this curve. (d) Use these effective potential parameters when calculating the solvation free energy. Note
that edge atoms will have more attractive εra values than corner atoms because of the greater number of
atoms near to the probe particle. Figure from [17].
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Chapter 7

Interpolation of Nonpolar SEA

Coefficients

The nonpolar free energy of solvation calculated by the SEA method may be written

∆G = pVv +
N∑
i=1

fi∆Gi

= pVv +
N∑
i=1

γiAi. (7.0.1)

HereAi = fi ·Ai,total is the atomic solvent-accessible surface area. The SEA coefficient

γi = ∆Gi
Ai,total

depends on the specific conformation of the solute molecule and not just

the atom type as in Equation 6.1.1.

We would like to determine an interpolation method for γi. To this end, the nonpolar

coefficients for 10001 conformations of each of the 22 dipeptides were found using the

SEA algorithm.

7.1 Dipeptide Trajectories

For a given dipeptide, let γi,j and Ai,j be the nonpolar SEA coefficient and atomic

accessible surface area for atom i in conformation j. Then the nonpolar free energy of

70



hydration of conformation j is

∆Gnp,j =
N∑
i=1

γi,jAi,j (7.1.1)

7.1.1 Average Coefficients

For a given dipeptide, we define the average coefficient of atom i as

γi =
1

10001

10001∑
j=1

γi,j (7.1.2)

The nonpolar free energy of hydration of conformation j using average coefficients

is

∆Gnp,j =
N∑
i=1

γiAi,j. (7.1.3)

We calculate the “error due to averaging” by the relative difference

Eav =
10001∑
j=1

∣∣∣∆Gnp,j −∆Gnp,j

∆Gnp,j

∣∣∣ (7.1.4)

Errors due to average for each dipeptide are given in Figure 7.2. Errors range from

about 8% for arginine to less than 3% for alanine.

7.1.2 Coefficient Linear Estimate

We found that for a given atom in a given dipeptide, there is a linear relationship be-

tween γi,j and Ai,j . (See Figure 7.1). The coefficient data was fitted to a line via least

squares

γ̂i = αiAi + βi (7.1.5)

Certain atoms, such as the alpha carbons, in each dipeptide exhibited bimodal be-

havior. However, the bimodality was only displayed for extremely small (< 10−3)

values of the area; due to the γA form of ∆G this did not pose a problem. The average
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coefficients were used in these cases.

The nonpolar solvation free energy of conformation j using linear coefficients is

ˆ∆Gnp,j =
N∑
i=1

γ̂i,jAi,j (7.1.6)

=
N∑
i=1

(αiAi,j + βi)Ai,j

We calculate the “error due to the linear approximation” by the relative difference

Elin =
10001∑
j=1

∣∣∣ ˆ∆Gnp,j −∆Gnp,j

∆Gnp,j

∣∣∣ (7.1.7)

Errors due to the linear approximation for each dipeptide are given in Figure 7.2.

As expected, the Elin is less than Eav. Errors range from less that 5% for histidine to

about 2% for valine.
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Figure 7.1: Example of linear approximation of nonpolar SEA coefficients for the Alanine dipeptide
trajectory. The H atom is interior, which gives zero surface area. The C-alpha carbon exhibits bimodal
behavior for conformations with extremely small surface area (< 10−3). The average coefficient was
used in this case. All other atoms display a clear linear relationship between γi and Ai.
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Figure 7.2: Relative errors due to interpolation of nonpolar SEA coefficients. As expected Elin (blue) is
less than Eav (red).
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Part IV

Laguerre-Intersection Cells
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Chapter 8

Laguerre-Intersection Cells

Motivation for and a preliminary discussion of Laguerre-Intersection cells were given

in the Introduction (Chapter 1). For continuity in the text, they will be reiterated here.

Laguerre tessellation methods have been used to find volumes of atoms, residues, and

molecules which are useful in studying packing and deformation of proteins, and in

cavity location. They may also be used to check predicted structures as, for exam-

ple, residue volume may be considered an “intrinsic” property of amino acid type and

is thus a predictable or checkable quantity [14]. Laguerre surfaces have been used

as a quick and parameter free way to measure accessibility of atoms and residues for

quantifying exposure of a molecule with solvent [14]. Residue contacts, which are im-

portant for protein structure and stability, have been studied using Laguerre surfaces.

These quantities are useful for protein structure analysis and prediction, and in studying

structure-function relationships. Preferential contacts between amino acid species and

atom-atom contact frequencies have also been found[15], [28]. Differences in contacts

between model and reference structures have been used as a scoring function and for

benchmarking protein sturcure prediction methods [30]. Surfaces have also been used

to characterize interactions between multiple proteins, or proteins and ligands, which

has important applications in protein docking and formation of complexes [32], [29].

The Laguerre cell is the region which is closest to the generator of the cell (atom

or residue center, for example) by the power distance. The power distance is an ap-
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propriate quantity to use as larger areas are assigned to data points with larger weights

(larger atoms or residues, for example). The Laguerre cell of a data point depends on its

neighbors which poses a problem for systems that are typically found in a medium such

as solvent but for which the surrounding medium is not explicitly known. For such data

sets, Laguerre cells of points on the convex hull are unbounded and the cells of points

otherwise in contact with the surrouding medium tend to be too large.

Researchers have addressed this difficulty in a variety of ways. Some consider only

cells in the bulk of the protein which are not affected by the surrounding (unknown)

environment. Others surround the structure by a layer of water or an artificial environ-

ment of spheres with size equal to the average amino acid size [19], [33]. However, this

causes the problem to balloon. Soyer etal, bounded Laguerre cells by only considering

Laguerre facet vertices from tetrahedra of a small enough size [34]. Still cells near the

boundary tend to be elongated or have fewer facets than those in the bulk of the protein.

McConkey etal construct Laguerre-like cells by considering the surfaces of ex-

tended radical contact planes between neighboring atoms within a cutoff distance and

the surface of an expanded sphere [28]. This poses problems since the cells of atoms in

the bulk, which should not be affected by the cutoff distance, are affected. Furthermore,

cells of small atoms completely disappear for cutoff distances as small as 1.4 A. The

algorithm also cannot correctly handle cell volumes when the center of the generator of

the cell lies outside its cell (See Section 8.3).

The proposed Laguerre-Intersection cell algorithm, which is presented in Chapter

8, considers the intersection of Laguerre cells with expanded atoms. The contact planes

are the radical planes, which means that as the solvent weight is varied, Laguerre cells

stay constant. This method simulates the environment better than using the extended

radical plane. The algorithm also correctly handles the weighted case when the center

of the generator of the cell is outside the cell. This has been been a challenge for

previous methods. Chapter 9 finds optimal parameters for the Laguerre-Intersection

method. One of the results of this analysis applied to a set of molecular trajectories

of the essential amino acids in explicit water, was a stratification of the amino acids
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according to increasing order of Laguerre parameter (radius or weight) showing a rough

correspondence to commonly used “hydrophobicity scales” [40], [37].

8.1 Laguerre Tessellation

8.1.1 Laguerre and Laguerre Intersection Cells

Consider a molecule represented by a set of spheres or atoms A ⊂ R3 ×R. For pi ∈ A

we write pi = (p′i, wi) where p′i is the center of the atom and wi = r2
i = p′′i is the weight

or squared radius of the atom. The Laguerre cell, Li, of atom i is defined to be

Li = {x′ ∈ R3 : |p′i−x′|2−wi ≤ |p′j−x′|2−wj for all pj ∈ A} (8.1.1)

and is a convex polytope (Figure 2.1).

The quantity |p′i − x′|2 − wi is called the power distance (Figure 2.2a) between pi

and x′ and is written as

π(pi, x
′) = |p′i − x′|2 − wi. (8.1.2)

A Laguerre cell is the set of points whose nearest neighbor by the power distance is pi,

and each Laguerre facet lies on the plane which is equi-powerdistant between two points

and which is called the radical plane (Figure 2.2b). The weights of the atoms in A may

be increased or decreased by a certain amount w which we call the solvent weight. In

this section, we call this modified set A(w) where pi(w) ∈ A(w) has p′i(w) = p′i and

wi(w) = wi + w. The Laguerre cell of pi(w) is defined as

Li(w) = {x′ ∈ R3 : |pi(w)−x′|2−wi(w) ≤ |pj(w)−x′|2−wj(w) ∀pj(w) ∈ A(w)}.

(8.1.3)

Since Li(w) = Li(0) for all w we simply write the Laguerre cell of atom i as Li (Figure

2.8).

The Laguerre diagram, L(A), of A is the collection of all Laguerre cells and their

faces which we call Laguerre facets, segments, and nodes. A Laguerre facet is the
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intersection of two Laguerre cells and is a subset of the plane which is equi-powerdistant

from the generator of the two cells. A Laguerre segment is the intersection of at least

three Laguerre cells, and a Laguerre node is the intersection of at least four Laguerre

cells.

For pi ∈ A define

Bi(w) = {x ∈ R3 : |p′i − x|2 − wi(w) ≤ 0}. (8.1.4)

The space filling model of A with solvent weight w is defined as

Bw =
⋃

Bi(w) (8.1.5)

We also define the following quantities:

• LVi: Volume of the Laguerre cell of atom i.

• LSi: Surface area of the Laguerre facets of atom i.

A residue is the collection of atoms in a single amino acid unit in the protein. The

Laguerre volume of residue j is the sum of Laguerre volumes of atoms in residue j.

The interresidue Laguerre surface area between residues j and k is the sum of areas of

Laguerre facets which lie between atoms in residue j and atoms in residue k.

8.1.2 Laguerre Diagram and Regular Tetrahedrization

Recall that the regular tetrahedrization is dual to the Laguerre diagram L(A). There is

a one to one correspondence between the (3− k)-faces in L(A) and the k-simplices in

T (A). Each node in T (A) corresponds to a tetrahedron in T (A) whose vertices are

equipowerdistant to the node, which we call the characteristic point of the tetrahedron.

Each segment in L(A) corresponds to a triangle in T (A) whose vertices are equipow-

erdistant to the power segment. For each facet in L(A) there is an edge in T (A) whose

vertices are equipowerdistant to the power facet. Each cell in L(A) corresponds to a

point in T (A), namely the generator of the cell (Figure 2.4).
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Figure 8.1: Exterior points (edges) shown in dark green (blue), interior points (edges) shown in light
green (blue). Red represents boundaries of Laguerre cells. Note that the cells of interior (exterior) points
are bounded (unbounded), and facets corresponding to interior (exterior) edges are bounded (unbounded).

We call a point whose center is on the convex hull of T (A) exterior to the tetra-

hedrization. Otherwise a point is called interior to T (A). An edge is called exterior

if both of its vertices are exterior to T (A). An edge is called interior if at least one

of its vertices is interior. Note that the Laguerre cell of an exterior point is unbounded

whereas the Laguerre cells of interior points are bounded. The Laguerre facets corre-

sponding to exterior edges are unbounded whereas Laguerre facets of interior edges are

bounded (Figure 8.1).

8.2 Computation of Laguerre Surface Areas of Interior

Facets

Interior Laguerre cells are bounded by Laguerre facets. Each of these facets correspond

to an edge in the regular tetrahedrization. We call an edge eij if the vertices of that
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Figure 8.2: Top row: Side and perpendicular views of the complete tetraring of an interior edge (shown
in dark blue). Bottom row: Side and perpendicular views of an incomplete tetraring of an exterior edge
(shown in dark blue).

edge are p′i and p′j and call the Laguerre facet corresponding to that edge Lij . The

facets are convex polygons whose vertices are nodes in the Laguerre diagram, namely

the characteristic points of the tetrahedra which surround that given edge. If a Laguerre

cell has n facets, the volume may be divided into n pieces, one for each of its facets.

The volume of the Laguerre cell of i corresponding to the edge eij is written LV (i)
ij and

the volume of the Laguerre cell of j corresponding to the edge is written LV (j)
ij .

We call the ordered list of tetrahedra which surround a given edge, i.e. the ordered

list of tetrahedra in the edge’s star, a tetrahedra ring or tetraring. A tetraring is called

complete if the ring closes, otherwise it is called incomplete. Note that the tetraring

of an interior edge is complete, whereas the tetraring of an exterior edge is incomplete

(Figure 8.2).

In this section, we assume that the protein is surrounded by a layer of solvent. This

means that all nonsolvent atoms are interior to the regular tetrahedrization as well as all

edges which contain a nonsolvent atom as a vertex. We call these “nonsolvent edges”.
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The computation of the Laguerre volumes and surfaces of each nonsolvent atom pro-

ceeds as follows:

• Regular tetrahedrization of all atoms is computed

• Characteristic points of tetrahedra are found

• For each nonsolvent edge

1. Surface area of the corresponding Laguerre facet is computed and assigned

to appropriate atoms

2. Using the calculated area, corresponding Laguerre volumes are found and

assigned to appropriate atoms

3. Interresidual Laguerre surface areas are assigned

• Laguerre residue volumes are summed

8.2.1 Surface Areas

When considering edge eij , we compute the surface area, LSij , of the facet, Lij , be-

tween atoms i and j. The ordered vertices in the Laguerre facet are the characteristic

points of the tetrahedra in the edge’s tetraring. Note that the edge does not always

intersect its Laguerre facet, but it is always perpendicular to it (Figure 8.3).

Next we define the characteristic point of an edge. The characteristic point, xij =

(x′ij, x
′′
ij) of an edge, eij satisfies

π(pi, x
′
ij) = π(pj, x

′
ij) (8.2.1)

with x′′ij minimal. The center of this point lies on the intersection of the line containing

p′i and p′j and the plane of points which are equipowerdistant to pi and pj (Figure 8.7).

The surface area of a Laguerre facet may be computed in one of two ways. The

unsigned method computes the surface area as the sum of the areas of the triangles as

shown in Figure 8.4 and the following pseudocode.
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Figure 8.3: Laguerre facet of edge represented in red. The vertices of the facet are the characteristic
points of the tetrahedra in the edge’s tetraring. Top row: Two views of a facet which is intersected by
its corresponding edge. Bottom row: Two views of a facet which is not intersected by its corresponding
edge.
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!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!COMPUTE AREA OF LAGUERRE FACET: UNSIGNED METHOD
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!
!surf = surface area of the Laguerre facet
!num_ring = number of nodes in facet
!nodes = num_ring x 3 matrix
! contains coords of ordered Laguerre nodes
!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

surf=0
a=nodes(2,:)-nodes(1,:)
do i=3,num_ring

b=nodes(i,:)-nodes(1,:)
axb=cross_product(a,b)
area_tri=.5*sqrt(dot_product(axb,axb))
surf=surf+area_tri
a=b

end do

Signed areas and the characteristic point of the edge may be used to compute the

surface area as well. If x′ij is contained in the facet, when traversing its Laguerre nodes,

all triangles shown have the same orientation (Figure 8.5). However, when the charac-

teristic point of the edge does not lie in the facet, the triangles do not have the same

orientation (Figure 8.6). The sum of these signed areas, as computed in the pseudocode

below, gives the desired quantity.
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Figure 8.4: Unsigned subdivision method for the two facets shown in Figure 8.3.

  

Figure 8.5: Characteristic point (black vertex) of edge is contained in facet and all triangles have the
same orientation
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Figure 8.6: Characteristic point (black vertex) of edge is not contained in facet (bounded by red). Trian-
gles have different orientation, and signed areas give desired quantity.

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!COMPUTE AREA OF LAGUERRE FACET: SIGNED METHOD
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!
!surf = surface area of the Laguerre facet
!num_ring = number of nodes in facet
!nodes = num_ring x 3 matrix
! contains coords of ordered Laguerre nodes
!x = center of characteristic point of edge
!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

temp_vec=0
a=nodes(1,:)-x
do i=2,num_ring

b=nodes(i,:)-x
temp_vec=temp_vec+cross_product(a,b)
a=b

end do

b=nodes(1,:)-x
temp_vec=temp_vec+cross_product(a,b)

surf=.5*sqrt(dot_product(temp_vec,temp_vec))
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Figure 8.7: Heights of pyramidal volumes

8.2.2 Volumes

The Laguerre volume contributions, LV (i)
ij and LV (j)

ij , are pyramids with base Lij , and

heights hiij and hjij respectively (Figure 8.7), with

hiij = |x′ij − p′i| (8.2.2)

hjij = |x′ij − p′j|. (8.2.3)

We can write

x′ij = p′j + t(p′i − p′j). (8.2.4)

Thus the position of the plane containing the edge’s facet with respect to p′i and p′j is
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pipi pip j p j p j

xij '=p ' j+t ( p ' i−p ' j)

t<0 0≤t≤1 t>1

Figure 8.8: The value of t is determined by the relationship of the equi-powerdistant plane with respect
to the two edge points and indicates if the center of the generator of the cell is interior or exterior to its
cell

encoded in the value of t (Figure 8.8). This gives

LV
(i)
ij = sign(1− t)

hiijLSij

3
(8.2.5)

LV
(j)
ij = sign(t)

hjijLSij

3
(8.2.6)

(8.2.7)

The term LV
(i)
ij is positive if the corresponding pyramid lies in Li and negative other-

wise (Figures 8.9, 8.10).

.

8.3 Removing Solvent

We would like to compute Laguerre-like volumes and surfaces of a molecule that is not

surrounded by solvent, so that these quantities are as close as possible to the Laguerre
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Figure 8.9: Left: Laguerre cell that contains generator’s center. Right: Pyramidal decomposition of
Laguerre cell. All volumes are positive.

Figure 8.10: Left: Laguerre cell that does not contain generator’s center (black vertex). Center: Negative
pyramidal volume. Right: Positive pyramidal volumes.
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volumes and surfaces that are found when the molecule is in its typical environment. In

doing this, we come across two problems:

• The Laguerre cells are unbounded for certain atoms on the convex hull of A′.

• The Laguerre cells of atoms that would otherwise be in contact with solvent are

too large

This may be overcome by using Laguerre intersection cells, LI(w). The Laguerre

intersection cell of an atom is the intersection of the Laguerre cell of that atom with the

expanded atom.

LIi(w) = Li
⋂

Bi(w). (8.3.1)

Exterior cells are bounded in a realistic way, and the cells of atoms which would

otherwise be in contact with solvent are shrunk to a more appropriate size (Figure 8.11).

Laguerre cells are constant as a function of w, which means this parameter can be tuned

to generate appropriate exterior Laguerre intersection cells while interior cells remain

unchanged (Figure 8.12).

Let LISi(w) and LIVi(w), be the surface area and volume of LIi(w). Like the

individual atomic surface area and molecular volume, LIS and LIV can be split into

contributions from simplices in the alpha complex which is a subset of the Delaunay

tetrahedrization.

Define C(w) to be the alpha complex of A(w) with ∂C(w) the set of simplices in

the boundary of C(w). For T ⊂ A(w), σT represents the simplex which is the convex

hull of the centers of points in T . As we are working in three dimensions we only

consider |T | ≤ 4, where |T | is the number of elements in T . Recall that eij = σT for

T = {pi, pj}. We also represent vertices and triangles as vi and tijk in a similar manner.

The terms LIS(i)
T (w) and LIV (i)

T (w) are the surface area and volume contributions

of the simplex σT to LIVi(w) and LISi(w). We can also write LI(i)
T (w) = LI

(i)
i (w)

for T = {pi(w)}, LI(i)
T (w) = LI

(i)
ij (w) for T = {pi(w), pj(w)}, etc., and likewise for

the volumes and surface areas (See Figure 8.13). The terms P (i)
T and FT for |T | = 2 are

pyramidal volumes and facet surface areas that will be discussed shortly.
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Unbounded

Too Large

Figure 8.11: Example of Laguerre intersection cells (shown in grays and greens). Solvent is represented
by light blue spheres, boundary of Laguerre cells of molecule (minus solvent) are shown in red, and
boundary of Laguerre cells of molecule in solvent is represented by the dotted line.

  

:     Ball with radius  r(0) = vdw radius that represents atom i.  

 

:      Ball with radius = 
 

r (w)=√vdw2+w
r (w)

r (0) ai(0)ai(0)

ai(w)

Li : Laguerre cell of atom i.  (Does not depend on w)

Laguerre intersection cell of atom i

LI i(w)=Li∩ai(w)

r (w)

Figure 8.12: Laguerre cell does not depend on w while the Laguerre-Intersection cell does depend on w.
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pi pi
p j

  

pip j

pk

Figure 8.13: Laguerre-Intersection cell volumes (blue), LIV (i)
i , LIV (i)

ij , LIV (i)
ijk , and surfaces (red)

LISij , and LISijk. to atom i from ∂C(w) simplices.

We have

LIVi(w) =
∑

σT∈∂C(w)

(−1)k+1cTLIV
(i)
T (w) |T | = k

+
∑

σT∈C(w)

P
(i)
T (w) |T | = 2 (8.3.2)

and

LISi(w) = Si(w) +
∑

σT∈∂C(w),k>1

(−1)kcTLIS
(i)
T (w) |T | = k

+
∑

σT∈C(w)

FT (w) |T | = 2 (8.3.3)

where Si(w) is the accessible surface area of atom i with solvent radius w, and cT s are

coefficients that will be defined shortly.
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Since

Si(w) =
∑

σT∈∂C(w)

(−1)k+1cTS
(i)
T (w), |T | = k (8.3.4)

where S(i)
T (w) is the contribution of σT to Si(w), we can write

LISi(w) = ciS
(i)
i (w)

+
∑

σT∈∂C(w),k>1

(−1)kcT (LIS
(i)
T (w)− S(i)

T (w)) |T | = k

+
∑

σT∈C(w)

FT |T | = 2 (8.3.5)

The coefficients, cT , are given for the following simplices,

• |T | = 1, i.e. a vertex vi: cT = ΩT = Ωi is the fraction of ai outside the tetrahedra

in the alpha complex. That is ΩT is the normalized outer solid angle subtended

by the union of tetrahedra in C(w) which contain p′i (Figure 4.2).

• |T | = 2, i.e. an edge eij: cT = ΦT = Φij is normalized outer dihedral angle of

the union of tetrahedra in C(w) which contain the edge eij (Figure 4.2).

• |T | = 3, i.e. a triangle tijk: cT is 1 if the triangle is singular and 1
2

if the triangle

is regular. In other words, cT is the fraction of ST that is outside the union of

tetrahedra in the alpha complex.

8.3.1 Equations

Vertices

The Laguerre volume and surface contributions from a vertex, vi, are the volume and

surface area of the corresponding weighted point pi(w). That is

S
(i)
i (w) = 4πr2

i (w) (8.3.6)

LIV
(i)
i (w) =

4

3
πr3

i (w). (8.3.7)

The solid angle calculations are given in previously.
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This gives

ciS
(i)
i (w) = Ωir

2
i (w) (8.3.8)

ciLIV
(i)
i (w) =

Ωi

3
r3
i (w). (8.3.9)

Edges

The formulas for the volume and surface area of the intersection of the two balls, pi and

pj , are

LIV
(i)
T (w) = πh2

i

(
ri(w)− hi

3

)
(8.3.10)

LIV
(j)
T (w) = πh2

j

(
rj(w)− hj

3

)
(8.3.11)

S
(i)
T (w) = 2πri(w)hi (8.3.12)

S
(j)
T (w) = 2πrj(w)hj (8.3.13)

LIS
(i)
T (w) = πhi(2ri(w)− hi) (8.3.14)

LIS
(j)
T (w) = LS

(i)
T (w) (8.3.15)

and

cTLIV
(i)
T (w) =

Φij

2
h2
i

(
ri(w)− hi

3

)
(8.3.16)

cTLIV
(j)
T (w) =

Φij

2
h2
j

(
rj(w)− hj

3

)
(8.3.17)

cTS
(i)
T (w) = Φijri(w)hi (8.3.18)

cTS
(j)
T (w) = Φijrj(w)hj (8.3.19)

cTLIS
(i)
T (w) =

Φij

2
hi(2ri(w)− hi) (8.3.20)

cTLIS
(j)
T (w) = cTLIS

(i)
T (w). (8.3.21)

The computation of the dihedral angles is outlined previously.
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Triangles

Let xT = xijk = (x′ijk, x
′′
ijk) be the characterstic point of the triangle tijk. Let p be one

of the two points of intersection on the spheres pi(w), pj(w), and pk(w). We can write

p = x′ijk + nx′′ijk where n is the normal to the plane containing the triangle,

n =
(p′j − p′i)× (p′k − p′i)
|(p′j − p′i)× (p′k − p′i)|

. (8.3.22)

Let σTc the tetrahedron defined by the centers of T and xT . Then

1

2
S

(i)
T = φijS

(i)
ij + φikS

(i)
ik − ωiS

(i)
i (8.3.23)

1

2
S

(j)
T = φjkS

(j)
jk + φjiS

(j)
ji − ωjS

(j)
j (8.3.24)

1

2
S

(k)
T = φkiS

(k)
ki + φkjS

(k)
kj − ωkS

(k)
k (8.3.25)

where φij is the fractional inner dihedral angle of σTc along edge σij , ωi is the fractional

(inner) solid angle of σTc subtended from p′i, etc.

Let x′ij , x
′
ik, x′jk be the centers of the characteristic points of the triangle’s edges.

Then 1
2
LS

(i)
ijk is the sum of the areas of the triangles given by x′ijk, x

′
ij , p, and x′ijk, x

′
ik,

p. We have
1

2
LIV

(i)
T = Ṽi − ωiV (i)

i + φijLIV
(i)
ij + φikLIV

(i)
ik (8.3.26)

where Ṽi is the signed volume of the solid with vertices at p′i, xij , xijk, xik, and p. More

specifically, let

a = x′ij − p′i (8.3.27)

b = x′ijk − x′ij (8.3.28)

c = x′ik − x′ijk (8.3.29)

d = p′i − x′ik (8.3.30)

(8.3.31)
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+

+

+

Figure 8.14: p′i, p
′
j , p
′
k, and x′ijk represented by dark blue, light blue, green, and black dots, respectively.

The point p is out of the page. The black arrows represent positive contributions to the volumes Ṽi, Ṽj ,
and Ṽk.

then

2Ṽi =
h

3

(
(a× b) + (c× d)

)
· n (8.3.32)

Equivalent equations hold for LIV (j)
T , LIV (k)

T , Ṽj , and Ṽk. See Figures 8.14, 8.15, 8.16

for possible configurations.

Other Contributions

We get additional contributions, FT and P (i)
T , from all edges in C(w). There are two

types of these edges:

• edges interior to C(w)

• edges exterior to C(w).

Contributions from interior edges of C(w) are computed as in section 8.2. That is

P
(i)
ij = LV

(i)
ij (8.3.33)

and

Fij = LSij. (8.3.34)

96



  

+

+

+
+

-

  

Figure 8.15: Above: Sample configuration. Below: Black arrows represent positive contributions to Ṽi,
Ṽj , and Ṽk, while red arrows represent negative contributions.
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Figure 8.16: Above: Sample configuration. Below: Black arrows represent positive contributions to Ṽi,
Ṽj , and Ṽk, while red arrows represent negative contributions.
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The terms P (i)
T and FT are zero for all edges that are not part of at least one tetra-

hedron in C(w). To calculate the contribution from all other exterior ∂C(w) edges,

we must know the characteristic points of the triangles on the boundary of the C(w)

tetraring. The characteristic point of the boundary triangle may or may not be on the

Laguerre facet, but it always indicates the direction of one of the facet’s bounday seg-

ments (Figure 8.17). For each exterior edge, the counterclockwise list of Laguerre nodes

corresponding to tetrahedra in the alpha complex is already known. The surface area

is computed by using signed surface areas as shown in the following pseudocode. The

volume contributions to LIi and LIj are found by multiplying the resulting surface by

hiij and hjij , respectively.

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!COMPUTE AREA OF LAGUERRE INTERSECTION FACET OF EXTERIOR EDGE
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!
!surf = area of the Laguerre intersection facet
!num_ring = number of nodes in Laguerre intersection facet
!nodes = num_ring x 3 matrix
! contains coords of counterclockwise
! Laguerre nodes of tetrahedra in alpha complex
! with characteristic points of appropriate
! boundary triangles inserted
!x = center of characteristic point of edge
!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

surf=0
temp_vec=0
a=nodes(2,:)-x
do i=2,num_ring

b=nodes(i,:)-x
temp_vec=cross_product(b,a)
if (dot_product(temp_vec,edge)>=0 ) then

surf=surf+.5d0*sqrt(temp_vec)
else

surf=surf-.5d0*sqrt(temp_vec)
end if
a=b

end do

b=nodes(1,:)-x
temp_vec=cross_product(a,b)
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if (dot_product(temp_vec,edge)>=0 ) then
surf=surf+.5d0*sqrt(temp_vec)

else
surf=surf-.5d0*sqrt(temp_vec)

end if

Note that the C(w) tetraring of an edge may not be connected. The pseudocode does

not take this into account for simplicity reasons, while the actual implementation does.
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Figure 8.17: Two examples of additional contributions from edges which are regular and exterior with
respect to C(w). The royal blue points are the characteristic points of edges which are exterior to C(w)
and which points directly out of the paper. The triangles represent tetrahedra in the tetrahedra ring which
are also in C(w). Dark blue, green, and purple dots represent the Laguerre nodes corresponding to the
tetrahedra of the same color in the C(w) tetraring. The black points are characteristic points of the
boundary triangles. In the first case, both triangle characteristic points lie in the Laguerre facet. In the
second case, one of the triangle characteristic points is not in the facet but is still needed to determine a
line segment (shown in gray). In the first case all Laguerre nodes lie in the union of tetrahedra and all
corresponding surface contributions are positive. In the second case, a Laguerre node lies outside the
union of tetrahedra in C(w). The triangular surface that is bounded by the right black, purple, and clear
dots was originally assigned during contributions from the boundary triangle, and must be subtracted to
obtain the correct area.
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Chapter 9

Optimization of Solvent Parameter

We would like to compute Laguerre-like volumes and surfaces of an unsolvated molecule

so that these quantities are as close as possible to the Laguerre volumes and surfaces

that are found when the molecule is in its typical solvated environment.

To this end we equilibrated explicit water around various solute molecules and ran

a molecular dynamics simulation for each. We recorded N conformations from each

trajectory. Atomic and residual Laguerre volumes and surfaces as well as interresidual

surfaces were calculated. For various solvent parameters, wk and rk,

wk = k · dw

rk = k · dr

Laguerre-Intersection quantities were computed for each structure. Laguerre and Laguerre-

Intersection quantities were compared and “optimal” solvent parameters were found.

These will be defined shortly.

We call LV (i, j) and LS(i, j) the Laguerre volume and surface area, respectively, of

residue j in structure number i. We call LIV w(i, j, k) and LIV r(i, j, k) the Laguerre-

Intersection volumes of residue j in structure i for solvent values wk and rk, respec-

tively. Similarly for LISw(i, j, k) and LISr(i, j, k).
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We define the 1-norm error and the 2-norm error for LIV w(k) as

E1(LIV w(k)) =
1

N · num_res

N∑
i=1

num_res∑
j=1

|LV (i, j)− LIV w(i, j, k)| (9.0.1)

and

E2(LIV w(k)) =

√√√√ 1

N · num_res

N∑
i=1

num_res∑
j=1

(LV (i, j)− LIV w(i, j, k))2 (9.0.2)

respectively. In this chapter we consider both residual and atomic volume and surface

areas. Similary definitions and equations hold for all other quantities.

The optimal solvent weight (radius) is the value wk (rk) that minimizes the error.

9.1 Buckminster Fullerene, Benzene, and Dipeptide Tra-

jectories

9.1.1 Fullerene and Benzene

We begin by studying Buckminster Fullerene and Benzene trajectories. (See Figure

9.1). For each molecule we have N = 1001 structures. Both molecules are rigid in the

sense that they have no torsional degrees of freedom, assuming constant bond lengths

and constant bond angles. During the molecular dynamics simulation, bond lengths

and angles are relatively stable and only fluctuate slightly around equilibrium. This

means that Laguerre-Intersection volumes and surface areas are near-constant through

the entire trajectory. (See Figures 9.2 and 9.3). Variations in Laguerre volumes and

surfaces are mostly due to random fluctuations in the water which gives us an estimate

for how close Laguerre quantities and Laguerre-Intersection quantities can be in the

best case. This will give us a minimum “expected error” for trajectories of molecules

with more degrees of freedom.
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Figure 9.1: Sample conformations from the solvated Benzene (left) and Fullerene (right) trajectories. In
this figure, Benzene is represented by van der Waals spheres whereas Fullerene is shown in the ball and
stick representation to better illustrate the molecule’s spherical structure. Waters are represented using
the line model.
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Figure 9.2: Laguerre volumes (blue) vary more than Laguerre-Intersection volumes (red) particularly for
benzene and fullerene which are near-rigid. Laguerre-Intersection quantities are shown for the optimal
solvent weight.
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Figure 9.3: Laguerre surface areas (blue) vary more than Laguerre-Intersection surface areas (red) par-
ticularly for benzene and fullerene which are near-rigid. Laguerre-Intersection areas are shown for the
optimal solvent weight.
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The values of dw and dr were chosen so that

1.72 + (k_max) · dw = (1.7 + (k_max) · dr)2. (9.1.1)

That is, for an atom with van der Waals radius 1.7, which is the typical carbon radius,

the atom’s final total weight is the same regardless of the method used to expand the

atom. This means that dw and dr are in a sense “equal in size”.

Errors for LIV w, r and LISw, r for Benzene and Fullerene are shown in the ap-

pendix, Figures D.1 and D.2. The curves are smooth with distinct minima.

The following table shows the “relative” 1-norm and 2-norm errors which are the

errors for the optimal solvent parameter divided by the average quantity over all con-

formations.

BNZ BNZ FLN FLN
Laguerre quantity r/w Rel. E1 Rel. E2 Rel. E1 Rel. E2

LV_res r .0519 .0645 .0158 .0202
w .0518 .0645 .0158 .0203

LV_atom r .2236 .2885 .0772 .1001
w .1264 .1739 .0772 .1001

LS_atom r .1535 .1855 .0494 .0634
w .0855 .1108 .0495 .0633

SAS_res r .0340 .0417 .0114 .0145
w .0337 .0415 .0114 .0145

We see that we can expect an error of 1% to 6% for residual Laguerre volumes, 7%

to 28% for atomic Laguerre volumes, 4% to 18% for atomic Laguerre surfaces, and 1%

to 4% for exterior residual Laguerre surfaces.

We see that E1 and E2 are smaller for residual quantities than atomic quantities.

We also see that E(r) ≈ E(w) for residual quantities while E(r) > E(w) for atomic

quantities. All errors are smaller for Fullerene, which has spherical symmetry, than for

Benzene which has planar symmetry.

9.1.2 Dipeptides

The optimal solvent parameters and associated errors were calculated for dipeptide

molecular dynamics trajectories with N = 1001. The errors for each dipeptide, Ben-
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zene, and Fullerene are shown in Figures 9.4 and 9.5. We see that the errors for each

dipeptide are close to the expected bounds.

Figure 9.4: Relative E1 and E2 for residual (above) and atomic (below) Laguerre volumes over all
dipeptides, BNZ, and FLN.

We also plot the optimal solvent parameters for all quantities. Solutes are plotted

in order of increasing optimal solvent parameter in Figures 9.6 and 9.7. Residues are

plotted by increasing hydrophobicity given by [37] in Figures 9.8 and 9.9. We note

that there is a rough correlation between the size of the optimal sovent parameters and

residue hydrophobicity.
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Figure 9.5: Relative E1 and E2 for residual (above), atomic (middle), and solvent-accessible (below)
Laguerre surfaces over all dipeptides, BNZ, and FLN.
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Figure 9.6: Optimal solvent parameters plotted for Laguerre volume quantities in order of increasing
optimal solvent parameter. Note the rough correlation between sizes of the optimal solvent parameters
and residue hydrophobicity.

We also calculated the optimal solvent parameter over all dipeptides. That is, we

found w and r such that

E1(LIV w(k)) =
∑

all_dipeptides

1

N · num_res

N∑
i=1

num_res∑
j=1

|LV (i, j)− LIV w(i, j, k)|

(9.1.2)
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and

E2(LIV w(k)) =
∑

all_dipeptides

√√√√ 1

N · num_res

N∑
i=1

num_res∑
j=1

(LV (i, j)− LIV w(i, j, k))2

(9.1.3)

were minimized and similarly for other Laguerre quantities.

Optimal solvent parameters are shown in Figure 9.10, and the corresponding relative

errors are shown in Figure 9.11.

9.2 Optimization of the Solvent Parameter from HIV

Protease Trajectory

For the HIV Protease trajectory, we had 4500 conformations. Figure 9.12 shows that

the Laguerre-Intersection volumes are more stable than Laguerre volumes. Optimal

solvent parameters for all Laguerre quantities are shown in Figure 9.13. We see that

optimal solvent values for the HIV protease trajectory and the dipeptide trajectories are

relatively close for volume quantities, whereas optimal solvent parameters for surface

quantities are larger for HIV protease. Corresponding errors and relative errors (Ratios)

are shown in the following table. The E1 ratios are as expected, while E2 ratios are

large which indicate outliers.

Laguerre quantity Average r/w 1-Norm Ratio 2-Norm Ratio
LV_res 146.5596 r 8.6076 .05873 20.1539 .13751

w 8.6203 .05881 20.1751 .1376
LV_atom 9.2949 r 1.7816 .1916 4.8569 .52253

w 1.0550 .1135 4.5628 .4908
LS_atom 27.0871 r 4.4878 .1656 6.6875 .2468

w 1.9637 .0724 4.5037 .1662
LS_res .2890 r .0012 .0041 .1295 .4481

w .0014 .0048 .1590 .5507
SAS_res 57.3415 r 7.2040 .1256 16.5567 .2887

w 7.8420 .1367 17.0548 .2974
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9.3 Analytic Estimate

We would like to see if the optimal solvent values found experimentally have a physical

interpretation and if they make sense analytically. To this end, we first try to predict

optimal solvent values for LV_atom and LS_atom. We inscribe spheres of radii r in

a regular dodecahedron and octahedron. The inscribed spheres represent solute atoms

and the platonic solids represent the Laguerre cells of the atoms. It was found that

the average number of Delaunay neighbors for a given solute atom in HIV protease is

about 16.8 which means the average number of Laguerre facets for a cell is about 16.8.

However, since the Laguerre faces are irregular its surface areas and volumes are close

to that of regular solids with fewer faces (i.e. octahedra and dodecahedra) (see Figure

9.14) as opposed to a regular solid with more faces (icosahedron).

The volumes and surfaces areas of the dodecahedron and octahedron are V d(r),

Sd(r), V o(r), and So(r), respectively. We inflate the radius and weights of the spheres

as followsR = r+rs andW = r2 +ws and calculate the resulting volumes and surface

areas V s(r, rs), Ss(r, rs), V s(r, ws), Ss(r, ws). For a given radius, r, we say that the

solvent radius, rs, or solvent weight ws is optimal with respect to V d(r), Sd(r), V o(r),

or So(r) if the differences of the spherical volumes or surfaces is minimized.

We see that even in this simple model, the optimal solvent values are not the same

for the volume and surface area. In the more complex case of actual Laguerre cells

we can hardly expect the optimal solvent values to be the same for both quantities. In

the HIV protease molecule, the average van der Waals radius is 1.5 Angstroms and the

average van der Waals radius of heavy atoms is about 1.8. We use both of these as

values for r and compare the analytic quantities to experimental quantities in the Table

9.1.

We see that the optimal experimental solvent values for LV_atom and LS_atom

fall within the range predicted analytically. Furthermore, since LV_res is additive over

all atoms in a given residue, the optimal analytic solvent is the same as the optimal

analytic solvent value for LV_atom which gives an experimental value in the expected

range. However, LS_res and SAS_res are not additive over LS_atom. The surfaces
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Table 9.1: Optimal experimental and analytical solvent values.

Laguerre Qty Opt. Exp. Radius (1 norm / 2 norm) Platonic Qty Opt. Anlyt. Radius
LV_atom .2/.2 Vo(1.8) .3287

Vo(1.5) .2739
Vd(1.8) .1770
Vd(1.5) .1475

LS_atom .3/.4 So(1.8) .5149
So(1.5) .4291
Sd(1.8) .2720
Sd(1.5) .2267

Laguerre Qty Opt. Exp. Weight (1 norm / 2 norm) Platonic Qty Opt. Anlyt. Weight
LV_atom 1.3/1.1 Vo(1.8) 1.291

Vo(1.5) .8968
Vd(1.8) .6687
Vd(1.5) .4644

LS_atom 1.7/1.6 So(1.8) 2.119
So(1.5) 1.4710
Sd(1.8) 1.053
Sd(1.5) .7313

that produce these quantities are not convex and may be very jagged, which means the

platonic solid analysis does not apply. The complexity of these surfaces causes the

optimal solvent values of LS_res and SAS_res to be larger than those of LS_atom.
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Figure 9.7: Optimal solvent parameters for Laguerre surface quantities plotted in order of increasing
optimal solvent parameter. Note the rough correlation between sizes of the optimal solvent parameters
and residue hydrophobicity.
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Figure 9.8: Optimal solvent parameters for Laguerre volume quantities plotted by order of increasing
hydrophobicity [37].
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Figure 9.9: Optimal solvent parameters for Laguerre surface quantities plotted by order of increasing
hydrophobicity [37]. 116



Figure 9.10: Optimal solvent parameters over all dipeptides.

Figure 9.11: Relative errors corresponding to optimal solvent parameters over all dipeptides.
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Figure 9.12: Standard deviation of residual Laguerre (red) and Laguerre-Intersection volumes. Note that
the standard deviations for Laguerre-Intersection volumes are about four times smaller than the standard
deviation for Laguerre volumes.
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Figure 9.13: Optimal solvent parameters for the HIV Protease trajectory.

Figure 9.14: Octahedron and Dodecahedron [39], [38].
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Part V

Meshing Algorithms
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Chapter 10

Motivation

The alpha complex is required for the calculation of molecular and atomic volumes,

surfaces, and their gradients, as well as for the calculation of Laguerre cells, Laguerre-

Intersection cells and their volumes and surfaces. For typical values of α, the alpha

complex is only a small subset of the Delaunay tetrahedrization. Ideally, we would like

to compute this complex while bypassing the calculation of the entire tetrahedrization.

In addition to the alpha complex, the aforementioned algorithms also require knowledge

of the characteristic points of the simplices, incidences, tetrarings, and tetrahedra that

contain a given vertex.

The Active-Edge-Face weighted Delaunay tetrahedrization algorithm, which is pre-

sented in Chapter 12, is a good basis for such an algorithm as it concurrently extracts

simplices, calculates characteristic points, finds incidences, and tetrarings. This algo-

rithm takes ideas from the Tetraring/Simplex Extraction Algorithm in Chapter 11 and

the Active-Face algorithm in Section 12.3.
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Chapter 11

Tetraring and Simplex Extraction

Algorithm

The alpha complex is a subcomplex of the Delaunay tetrahedrization. Computation of

this complex requires knowledge of the subsimplices in the tetrahedrization. Chapter

12 presents an original meshing algorithm which extracts subsimplices and “tetrarings”,

(the ordered sets of tetrahedra surrounding edges which is necessary for computation of

Laguerre cells), concurrently during the tetrahedrization process. This method gleans

ideas from the extraction algorithm presented here, which works on a precomputed

tetrahedrization. In particular, simplices and tetrarings are extracted from the output of

the Delaunay tetrahedization program ’regtet’ [2].

11.1 Initial Data and Notation

The weighted Delaunay (Regular) tetrahedrization program ’regtet’ returns the follow-

ing information: 1) a list of tetrahedra, and 2) for each tetrahedron a list of neighboring

tetrahedra, i.e., tetrahedra that share a facet with the given tetrahedron.
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Tetra # Vertices Neighbors

1 v11 v21 v31 v41 T11 T21 T31 T41

2 v12 v22 v32 v42 T12 T22 T32 T42

. . .

. . .

. . .

For the ith tetrahedron, T i, with vertices v1i v2i v3i v4i we call its facets t1i , t2i , t3i ,

t4i with

t1i = conv(v2i , v3i , v4i) (11.1.1)

t2i = conv(v1i , v3i , v4i)

t3i = conv(v1i , v2i , v4i)

t4i = conv(v1i , v2i , v3i).

Then the neighboring tetrahedron Tji shares the facet, tji , with T i. Here the su-

perscript, i, corresponds to the tetrahedron number, and the subscripts correspond the

internal numbering of that simplex with respect to tetrahedron i. In some cases, Tji = 0,

which means that the facet, tj,i, is exterior to the convex hull, conv(V ), of vertices and

thus only has one neighboring tetrahedron.

For example, a sample data set with six atoms returns the following data:

Tetra # Vertices Neighbors

1 5 1 2 3 2 4 0 6

2 1 2 3 4 4 0 3 1

3 2 6 4 1 0 2 6 5

4 2 3 4 5 0 5 1 2

5 2 5 4 6 0 3 6 4

6 6 5 1 2 1 3 5 0
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We can see that the sixth tetrahedron, T 6, shares the facet, conv(v5, v1, v2), with its

first neighbor T61 = T 1. We also see that the facet conv(v6, v5, v1) is on the convex hull

of data points since T64 = 0.

We assign internal edge numbers to the edges in a tetrahedron, T i with vertices v1i

v2i v3i v4i by

e1i = conv(v1i , v2i) (11.1.2)

e2i = conv(v1i , v3i)

e3i = conv(v1i , v4i)

e4i = conv(v2i , v3i)

e5i = conv(v2i , v4i)

e6i = conv(v3i , v4i).

In the tetrahedron, T i, two internal triangles and two neighboring tetrahedra contain

each edge.

e1i t3i , t4,i T3i , T4i (11.1.3)

e2i t2i , t4,i T2i , T4i

e3i t2i , t3,i T2i , T3i

e4i t1i , t4,i T1i , T4i

e5i t1i , t3,i T1i , T3i

e6i t1i , t2,i T1i , T2i
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11.2 Extracting Simplices

Due to the properties of the Delaunay tetrahedrization, each facet interior to conv(V )

is encoded twice in the tetrahedron list; it has two neighboring tetrahedra. Each facet

on conv(V ) is encoded once in the tetrahedron list since it only has one neighboring

tetrahedron. Each edge which is a face of a tetrahedron is encoded at least once and, in

the worst case, n− 1 times where n is the number of vertices in the data set.

11.2.1 Brute Force Method

A brute force simplex extraction method is to loop through all the tetrahedra and list

their faces in a global triangle or edge list. If there areN tetrahedra, lists of 4N triangles

and 6N edges are produced. The triangle and edge lists are then examined and those

simplices that are listed twice are removed. This usually involves sorting the lists first

to accomodate the comparisons.

A drawback to this method is that, in practice, huge lists are created and the sorting

and deleting of simplices is slow. Furthermore, one may find the tetrahedra that contain

a given edge but the ordering of the tetrahedra around the edge is unknown. Since the

edges and triangles are extracted separately, information about which triangle contains

which edge requires additional work. Furthermore, due to the sorting and deletion pro-

cess the indices of the edges and triangles incident to a tetrahedron are not immediately

known.

11.2.2 Tetraring Method

Using the tetraring method, each simplex is extracted only once and no sorting or dele-

tion is required. Triangles’ neighboring tetrahedra and edges’ tetrarings and incident

triangles are found simultaneously. The indices of the subsimplices of a tetrahedron are

found at no additional cost during the extraction process.

Roughly the method proceeds as follows: The program loops through each tetra-

hedron and extracts edges that have not been visited yet. As each edge is extracted its
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tetrahedra ring is found and the triangle that are incident to the edge are extracted. As

each edge and triangle is extracted, the list of higher dimensional simplices that con-

tain the edge or triangle is easily found. Furthermore, the list of incident simplices to

the tetrahedra is efficiently updated as part of the bookkeeping process needed for the

extraction of the simplices.

To begin each tetrahedron is assigned four triangle and six edge slots which are

initialized to 0.

Tetra # Facets Incident edges

1 0 0 0 0 0 0 0 0 0 0

2 0 0 0 0 0 0 0 0 0 0

. . .

. . .

. . .

A zero in triangle or edge slot means that the corresponding simplex has not been

extracted yet. Once the corresponding simplex has been extracted it is set to the in-

dex of the new simplex. These lists are called tetra%tri and tetra%edg respectively.

An empty global edge list and an empty global triangle list is initialized. The list

edge(i)%tetra_ring lists the tetrahedra around edge i. In our application we also want to

know the triangles of which edge i is a face. This is stored in edge(i)%tri.
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PSEUDOCODE:

subroutine extract_simplices

for i=1,num_tetra do

for j=1,6 do

if tetra(i)%edg(j)==0 then
num_edg = num_edg +1

tetra(i)%edg(j)=num_edg

call tetra_ring(num_edg,j,i)

end

end

end
Algorithm 1: extract_simplices

PSEUDOCODE:

subroutine tetra_ring(edg_ind,int_edg_ind,T_ind)

%initialize data
current_edg_int=internal_edg_index
current_tetra=T_ind
num_zero=0
previous_tetra=-1
num_while=0

%set first tetra in tetra_ring
edge(edg_ind)%tetra_ring(1)=T_ind
num_in_ring=1

do while(1==1)
num_while=num_while+1
if (num_while>20) then

print *, ’num_while>20: exit’
exit

end if
tag=0 !reset at beginning of every loop
if(current_edg_int==1) then

!possible current_tris: 1,2
if (Tnbr(4,current_tetra)/=previous_tetra) then

current_tri=1
num_adj_tri=num_adj_tri+1
mark_tri=tetra(current_tetra)%tri(1)
if (mark_tri==0) then !extract tri

!put the new triangle in global triangle list
end if
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previous_tetra=current_tetra
current_tetra=Tnbr(5-current_tri,current_tetra) !advance tetra
if(current_tetra/=0) then

!find internal index of edge w.r.t. current tetra
!reset current_edg_int
!find internal index tri w.r.t. current tetra
!mark tetra%facet(.), tetra%edge(.)

end if
else

!do same for tetra(3,current_tetra)
end if

elseif(elseif(current_edg_int==2) then
...
elseif(current_edg_int==3) then
...
elseif(current_edg_int==4) then
...
elseif(current_edg_int==5) then
...
elseif(current_edg_int==6) then
...
end if

!set edg_ring info
!decide whether to exit loop or set info for next loop
if (current_tetra/=T_ind) then

num_in_ring=num_in_ring+1
edge(edg_ind)%tetra_ring(num_in_ring)=current_tetra

end if
if (current_tetra==0) then

!loop around edge in other direction or exit
num_zero=num_zero+1
if (num_zero==1) then

current_tetra=T_ind
previous_tetra=refedg(edg_ind)%tetra_ring(2)
current_edg_int=edg_num_int

elseif (num_zero==2) then
exit

end if
end if

end do while

Example

Consider the sample tetrahedrization given in Section 11.1. We initialize the arrays.
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Tetra # Facets Edges
1 0 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 0
. . .
. . .
. . .

Edge # Indices tetra_ring
...

Tri # Indices
...

We begin by considering the first edge of the first tetra. Since tetra(1)%edge(1)=0

we need to extract and mark the edge.

Tetra # Facets Edges
1 0 0 0 0 1 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 0
. . .
. . .
. . .

Edge # Indices tetra_ring
1 5 1 1 ...

Tri # Indices
...

The pertinent neighboring tetra in this case are T41 = 6 and T31 = 0. Since there

is only one tetrahedron in the edge’s tetra_ring, arbitrarily choose T41 = 6 as the next

current tetrahedron. The facet between the two tetra is t41 = conv(5, 1, 2). Since

tetra(1)%tri(4)=0, this triangle needs to be extracted and marked.

Tetra # Facets Edges
1 0 0 0 1 1 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 0
. . .
. . .
. . .

Edge # Indices tetra_ring
1 5 1 1 6...

Tri # Indices
1 5 1 2

It is not immediately obvious what the internal edge and facet numbers of the current

edge and current tri are in tetrahedron 6. These internal numbers are found using brute

force, which doesn’t take very long since there are only four possible triangles and six

possible edges. We see that the internal edge number of e1 = conv(5, 1) is 4 and the

internal triangle number of t1 = conv(5, 1, 2) is 1. We now mark these.

Tetra # Facets Edges
1 0 0 0 1 1 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0 0
5 0 0 0 0 0 0 0 0 0 0
6 1 0 0 0 0 0 0 1 0 0

Edge # Indices tetra_ring
1 5 1 1 6...

Tri # Indices
1 5 1 2
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The new internal edge number is 4 which corresponds to tetra neighbors T61 = 1

and T64 = 0. The previous tetrahedron is 1, we choose T64 = 0 as our next tetrahedron.

The corresponding facet is t64 = conv(6, 5, 1). Since tetra(6)%tri(4)=0 this is a new

triangle which needs to be listed and marked.

Tetra # Facets Edges
1 0 0 0 1 1 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0 0
5 0 0 0 0 0 0 0 0 0 0
6 1 0 0 2 0 0 0 1 0 0

Edge # Indices tetra_ring
1 5 1 1 6 0...

Tri # Indices
1 5 1 2
2 6 5 1

Since the new current tetra is now zero, this means we need to start looping around

the tetra ring in the opposite direction. We reset the current tetra as edge(1)%tetra_ring(1)=1,

the current edge number to be 1, and the previous tetra as 6. With current edge num-

ber 1, we consider T41 = 6 and T31 = 0. We choose T31 = 0 as the next tetra with

corresponding facet t31 = conv(5, 1, 3) is needs to be extracted and marked since

tetra(1)%tri(3)=0.

Tetra # Facets Edges
1 0 0 3 1 1 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0 0
5 0 0 0 0 0 0 0 0 0 0
6 1 0 0 2 0 0 0 1 0 0

Edge # Indices tetra_ring
1 5 1 1 6 0 0

Tri # Indices
1 5 1 2
2 6 5 1
3 5 1 3

We have now encountered two zeros in the tetra ring of edge one, which means we

have extracted all simplices pertaining to that edge.

If needed, tetra ring may be easily reorded as follows which gives one direction of

traversal.

Tetra # Facets Edges
1 0 0 3 1 1 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0 0
5 0 0 0 0 0 0 0 0 0 0
6 1 0 0 2 0 0 0 1 0 0

Edge # Indices tetra_ring
1 5 1 1 6 0 0→ 0 1 6 0

Tri # Indices
1 5 1 2
2 6 5 1
3 5 1 3
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We move onto the second edge of the first tetra. As we will see, this edge is interior

to the convex hull of points which means no zeros are encountered in the edge’s tetra

ring and there is one direction of traversal around the edge. The extraction method pro-

ceeds with few variations. As we travel from tetra 1 to tetra 6 we see that tetra(1)%tri(4)

is nonzero. This means that the corresponding triangle has been extracted and need not

be extracted again. We continue through the tetra loop until we reach tetra 4. In this

case we see the candidate next tetra is tetra 1 which means the entire ring has been tra-

versed. Before moving onto the next edge, we first extract and mark the common facet,

conv(2, 3, 5), between the two tetra.

  

e2

T 1

T 6

T 5

T 4

(t 1)

t 4
t5

t6
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Tetra # Facets Edges
1 0 6 3 1 1 2 0 0 0 0
2 0 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0 0 0
4 0 5 6 0 0 0 2 0 0 0
5 0 0 4 5 2 0 0 0 0 0
6 1 0 4 2 0 0 0 1 2 0

Edge # Indices tetra_ring
1 5 1 1 6 0 0→ 0 1 6 0
2 5 2 1 6 5 4

Tri # Indices
1 5 1 2
2 6 5 1
3 5 1 3
4 6 5 2
5 2 5 4
6 2 3 5

We extract edges 3, 4, 5, and 6 from tetra 1, the involved triangles, and populate the

neighbor and tetra ring lists.

Tetra # Facets Edges
1 10 6 3 1 1 2 3 4 5 6
2 12 11 9 10 4 5 0 6 0 0
3 0 9 8 0 0 0 4 0 0 0
4 0 7 5 6 12 6 0 2 3 0 0
5 0 0 4 5 2 0 0 0 0 0
6 1 8 4 2 0 0 0 1 2 4

Edge # Indices tetra_ring
1 5 1 1 6 0 0→ 0 1 6 0
2 5 2 1 6 5 4
3 5 3 1 0 4 0→ 0 1 4 0
4 1 2 1 6 3 2
5 1 3 1 0 2 0→ 0 2 1 0
6 2 3 1 4 2

Tri # Indices
1 5 1 2
2 6 5 1
3 5 1 3
4 6 5 2
5 2 5 4
6 2 3 5
7 3 4 5
8 6 1 2
9 2 4 1

10 1 2 3
11 1 3 4
12 2 3 4

Having finished with the first tetrahedron, we move onto the second tetrahedron.

We see that the first and second edges of this tetrahedron have been extracted since

tetra(2)%edge(1) and tetra(2)%edge(2) are nonzero. We extract the third edge of tetra

2 and its corresponding triangles and tetra ring. We continue until all tetrahedra have

been visited. Here are the final lists.
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Tetra # Facets Edges
1 10 6 3 1 1 2 3 4 5 6
2 12 11 9 10 4 5 7 6 8 9
3 13 9 8 14 10 8 4 11 12 7
4 7 5 6 12 6 8 2 9 3 13
5 15 14 4 5 2 8 10 13 14 11
6 1 8 4 2 14 12 10 1 2 4

Edge # Indices tetra_ring
1 5 1 1 6 0 0→ 0 1 6 0
2 5 2 1 6 5 4
3 5 3 1 0 4 0→ 0 1 4 0
4 1 2 1 6 3 2
5 1 3 1 0 2 0→ 0 2 1 0
6 2 3 1 4 2
7 1 4 2 3 0 0→ 0 2 3 0
8 2 4 2 3 5 4
9 3 4 2 0 4 0→ 0 4 2 0

10 2 6 3 5 6
11 6 4 3 5 0 0→ 0 3 5 0
12 6 1 3 6 0 0→ 0 3 6 0
13 4 5 4 5 0 0→ 0 4 5 0
14 5 6 5 6 0 0→ 0 5 6 0

Tri # Indices
1 5 1 2
2 6 5 1
3 5 1 3
4 6 5 2
5 2 5 4
6 2 3 5
7 3 4 5
8 6 1 2
9 2 4 1

10 1 2 3
11 1 3 4
12 2 3 4
13 6 4 1
14 2 6 4
15 5 4 6
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Chapter 12

Weighted Delaunay Tetrahedrization

Algorithm

12.1 Preliminaries

12.1.1 Spherical Representation

Consider a molecule represented by a set of spheres or weighted points A ⊂ R3 × R.

For pi ∈ A we write pi = (p′i, wi), where p′i is the center of the atom and wi = r2
i is the

weight or squared radius of the atom. We may also write wi = p′′i .

For x′ ∈ R3 we define the power distance between x′ and pi as

π(pi, x
′) = |p′i − x′|2 − wi. (12.1.1)

Similarly, we define the power product between two weighted points as

Π(pi, pj) = |p′i − p′j|2 − wi − wj. (12.1.2)

The points pi and pj are said to be orthogonal if Π(pi, pj) = 0.

Let T = {pi, pj, pk, pl} represent a tetrad of points in A. Assuming the points in T

are non-coplanar, there exists a unique point xT = (x′T , x
′′
T ) such that Π(pm, xT ) = 0
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p
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Figure 12.1: The horizontal axis represents they hyperplane X = R3 that contains the first three coordi-
nates of p ∈ R4. The vertical axis represents the fourth coordinate, x4. The sphere p is represented by
the cyan colored segment in the X-axis with the center of p represented by the black dot. The lifted point
p, which is a vertical distance p′′ from the parabola, x4 = X2, is represented by the red dot.

for m = i, j, k, l. This is equivalent to saying that the points in T are equi-powerdistant

from the point x′T with power distance x′′T . We call xT the characteristic point of the

tetrahedron, with x′T the center of the characteristic point, and x′′T the size of the tetra-

hedron.

A tetrahedrization, T ′, is a weighted Delaunay tetrahedrization or regular tetra-

hedrization, T , under the following conditions

T ′ is regular ⇐⇒ Π(xT , pn) ≥ 0 for all T ∈ T ′ and for all pn ∈ A (12.1.3)

Furthermore, for a regular tetrahedrization T ,

T ∈ T ⇐⇒ Π(xT , pn) ≥ 0 for all pn ∈ A. (12.1.4)

12.1.2 Representation in R4

We may represent spheres in R3 by points in R4 under the following map (See Figure

12.1):

φ : R3 × R −→ R4, φ(p) = p = (p′, |p′|2 − p′′). (12.1.5)

The set A under the map φ is written A.
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Polar Hyperplane

Define the polar hyperplane ,

H(p) = p∗ = {x ∈ R4 : 2x′· p′ − x4 − p4 = 0}. (12.1.6)

The plane H contains all points φ(x) such Π(x, p) = 0. That is, φ−1(H(p)) is the

orthogonal complement of p,

0 = Π(p, x)

= |p′ − x′|2 − p′′ − x′′

= |p′|2 − 2x′· p′ + |x′|2 − |p′|2 + p4 − |x′|2 + x4

= −2x′· p′ + x4 + p4. (12.1.7)

The pole, H∗, of the hyperplane H is defined to be p.

It is easy to see that

(p∗)∗ = p (12.1.8)

and

(H∗)∗ = H. (12.1.9)

Let r(p) be the vertical reflection of p over the parabola X2. That is r(p) = q where

q = (p′,−p′′). Since Π(p, q) = 0, we have r(p) ∈ H(p). Also for any point s = (s′, 0)

on the sphere |s′ − p′|2 = p′′, s ∈ H(p).

This polarity preserves inclusions. Let H+ and H− be the spaces above and below

the hyperplane H . If

q ∈ H ⇐⇒ H∗ ∈ q∗ (12.1.10)

q ∈ H+ ⇐⇒ H∗ ∈ q∗+ (12.1.11)

q ∈ H− ⇐⇒ H∗ ∈ q∗−. (12.1.12)
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Figure 12.2: The polar hyperplane H(p) is represented by the blue line. The pole of H is p and r(p) ∈
H(p). The intersection of the H with the parabola projects vertically onto the boundary of the sphere
represented by p.

These equations state that if q lies on/above/below the hyperplane H , then the pole H∗

of H lies on/above/below the polar hyperplane q∗ of q.

Equation (12.1.10) follows from (12.1.7). To show (12.1.11), let H = {x ∈ R4 :

2x′· p′ − x4 − p4 = 0} and H∗ = p. The polar hyperplane of q is q∗ = {x ∈ R4 :

2x′· q′ − x4 − q4 = 0}. Then

q ∈ H+ ⇔ q4 > 2q′· p′ − p4 ⇔ p4 > 2q′· p′ − q4 ⇔ H∗ ∈ q∗+. (12.1.13)

Equation (12.1.12) can be shown in a similar manner.

Power Product and the Polar Hyperplane

As previously noted, a point p is on the hyperplane q∗ if and only if p and q are or-

thogonal, i.e. Π(p, x) = 0. Furthermore, p is above the hyperplane q∗ if and only if

Π(p, q) > 0, and p is below q∗ if and only if Π(p, q) < 0. That is,

p ∈ q∗ ⇐⇒ Π(p, q) = 0 (12.1.14)

p ∈ q∗+ ⇐⇒ Π(p, q) > 0 (12.1.15)

p ∈ q∗+ ⇐⇒ Π(p, q) < 0. (12.1.16)
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These equations are easy to show using (12.1.6) and p4 = |p′|2 − p′′.

Characteristic Points and Polar Hyperplanes

Recall that the characteristic point, xT , of a set of four points, T , satisfies

Π(xT , pj) = 0 for all pj ∈ T (12.1.17)

This means that the lifted point xT is the point of intersection of the planes H(pj) for

pj in T . From this we see that

T ∈ T ⇐⇒ p ∈ H(xT )+ for all p ∈ A (12.1.18)

  X

x4

  X

x4
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12.1.3 Facets of T

Given a triangle t and a point pa, define Ta = {t, pa}. We write the characteristic point

of Ta as xTa = xa. From equation 12.1.4 we see that

t is triangle in T ⇐⇒ ∃pa ∈ A such that Π(xa, p) ≥ 0 ∀ p ∈ A (12.1.19)

Define P as the plane that contains t. We may assign an orientation to the triangle

t and define an upper half space, P+, and a lower halfspace P−. Then we may extend

equation 12.1.19 in the following manner

t ∈ T and there exists points in P+(−) ⇐⇒ ∃pa ∈ P+(−) such that Π(xa, p) ≥ 0 ∀ p ∈ A

(12.1.20)

Equivalently, t ∈ T and there exists points in P+(−) if and only if ∃pa ∈ P+(−) such

that for Ta = {t, pa}, p is on or above H(xa) for all p ∈ A.

Set of orthogonal spheres

For three non-colinear points t in the plane P , there exists a set of spheres or weighted

points, S(t) = l(t), which are orthogonal to all pm ∈ t. The centers of points in this set

lie on the line l′(t) which is perpendicular to P . The characteristic point, xt, of t is the

sphere in S(t) which has minimum weight. The center of xt is the intersection of l′(t)

with P :

x′t = l′(t)
⋂

P. (12.1.21)

The line S(t) = l(t) ⊂ R4 is the intersection of the hyperplanes H(pm) for pm ∈ t.

That is,

l(t) =
⋂
pm∈t

H(pm) (12.1.22)

This means that for pi /∈ P , the characteristic point of Ti = {t, pi} satisfies xi ∈

S(t) and xi ∈ l(t) (See Figure 12.3). Furthermore,
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Figure 12.3: The characteristic points of all T = {t, p} belong to the set S(t). This set maps to a line
l(t) ⊂ R4 which goes through the point xt. The plane P which contains t lies in X , contains the point
xt, and is perpendicular to the page.

  

X
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xi

xi

r (x t)

r (x i)
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Figure 12.4: The hyperplane H(xi) contains the points r(xi), r(xt) and pm for pm ∈ t. The points pm
line in a plane which contains r(xt) and projects vertically onto P .

xi = l(t)
⋂

H(pi). (12.1.23)

Next, we examine the hyperplane H(xi). Recall that r(xi) is the vertical reflection

of xi over the parabola. This gives r(xi) ∈ H(xi). Also, for pm ∈ t we have pm ∈

H(xi) which shows r(xt) ∈ H(xi) (See Figure 12.4). This means thatH(xi) andH(xj)

intersect along the 2-dimensional plane P (t) that contains the points pm. The vertical

projection of P (t) onto X is P (See Figure 12.5).
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Figure 12.5: The planes H(xi) and H(xj) intersect along the 2-dimensional plane P .

Weighted Delaunay Distance

Let T = {t, p}. The weighted Delaunay distance between t and p is defined as

wdd(t, p) =


dist(x′T , P ), if x′T ∈ Halfspace(t,p)

−dist(x′T , P ) otherwise
(12.1.24)

Here dist(x′T , p) is the orthogonal distance between x′T and the plane P (See Figure

12.6).

Since x′t ∈ P we may also write

wdd(t, p) =


|x′T , x′t|, if x′T ∈ Halfspace(t,p)

−|x′T , x′t| otherwise
(12.1.25)

For a triangle, t, we may define the upper and lower nearest weighted Delaunay

neighbors

nnbr_wdd+(t) = pj ∈ P+ such that wdd(t, pj)is a minimum over all points inP+

(12.1.26)
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P

P+¿

−√wdd (t , pa)

√wdd (t , pb)

pb '

pa '

t

Figure 12.6: Here, the triangle t is represented by the three points on the plane P . The characteristic
point of Ta = {t, pa} is represented by the blue circle and the characteristic point of Tb = {t, pb} is
represented by the red circle. The centers of the characteristic points xa and xb are represented by the
red and blue dots respectively. The square roots of the weighted Delaunay distances between t and pa
and pb are shown by the appropriate red and blue lines.
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and

nnbr_wdd−(t) = pj ∈ P− such that wdd(t, pj)is a minimum over all points inP−

(12.1.27)

If t is not on the convex hull of A′, then nnbr_wdd+ and nnbr_wdd− both exist. How-

ever if t is on the convex hull, then it only has one nearest weighted Delaunay neighbor,

nnbr_wdd+ or nnbr_wdd−, depending on the orientation of the triangle.

12.2 Basis of Algorithm

The algorithm is based on the fact that if t is a face in the regular tetrahedrization then,

assuming nnbr_wdd+ exists, {t, nnbr_wdd+} ∈ T , and similarly for nnbr_wdd−.

Nearest Weighted Delaunay Distance Neighbor Theorem 1. If t is a face in T and

nnbr_wdd+ exists, then T = {t, nnbr_wdd+} ∈ T .

An equivalent result holds for nnbr_wdd−.

Before we prove Theorem 1, we present some properties of Π and wdd. As before,

the triangle, t, is in the plane P , and for a point pi not in t, we write Ti = {t, pi}. The

tetrahedron Ti has characterstic point xi.

Theorem 2. Π(xi, pj) = 0 ⇐⇒ Π(xj, pi) = 0

Proof. (Spherical)

Assume that Π(xi, pj) = 0. We also have Π(xi, pm) = 0 for all pm ∈ t. Then

by definition, xi is the characteristic point of Tj . That is xi = xj . Then we have

Π(xj, pi) = Π(xi, pi) = 0.

A similar argument holds for the converse.

As a warm up for proofs of following theorems, we will also argue Theorem 2 using

raised points.

Proof. (In R4)
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Assume that Π(xi, pj) = 0. Then we have pj ∈ H(xi). We also have pm ∈ H(xi)

which gives H(xi) = H(xj). Then pi ∈ H(xj) gives Π(xj, pi) = 0.

Again, a similar argument holds for the converse.

Theorem 3. For pi and pj in the same half spaces, Π(xi, pj) > 0 ⇐⇒ Π(xj, pi) < 0

(See Figure 12.5 and Figure 12.10).

Proof. Assume Π(xi, pj) > 0. Then pj ∈ H(xi)
+. We have H(xi and H(xj) intersect-

ing along the plane P whose vertical projection onto X is P . Since pi ∈ H(xi) and

pj ∈ H(xj) this shows that pi ∈ H(xj)
− which implies Π(xj, pi) < 0.

A similar argument holds for the converse.

Theorem 4. For pi and pj in the same halfspace, wdd(t, pi) = wdd(t, pj) ⇐⇒

Π(xi, pj) = 0

Proof. (Spherical)

Assume pi, pj are in the same halfspace and wdd(t, pi) = wdd(t, pj). Then by

definition of the weighted Delaunay distance we have,

x′i = x′j. (12.2.1)

From the definition of the characteristic point we have

|x′i − p′m| − x′′i − wm = 0 for pm ∈ t (12.2.2)

|x′j − p′m| − x′′j − wm = 0 for pm ∈ t. (12.2.3)

This gives

x′′i = x′′j (12.2.4)

and

Π(xi, pj) = |x′i − p′j|2 − x′′i − p′′j

= |x′j − p′j|2 − x′′j − p′′j = 0. (12.2.5)
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Now assume that Π(xi, pj) = 0. Since Π(xi, pm) = 0 for all pm ∈ t this implies that

xi is the characteristic point of Tj = {t, pj} which gives wdd(t, pi) = wdd(t, pj).

Proof. (In R4)

Assume wdd(t, pi) = wdd(t, pj) which gives xi = xj . We also have pj ∈ H(xj)

which gives pj ∈ H(xi) and Π(xi, pj) = 0.

Now assume Π(xi, pj) = 0. Then pj ∈ H(xi). We also have p ∈ H(xi) for p ∈ t.

This gives xi = xj and wdd(t, pi) = wdd(t, pj).

Theorem 5. For pi and pj in the same halfspace, wdd(t, pi) < wdd(t, pj) ⇐⇒

Π(xi, pj) > 0 (See Figure 12.10).

Proof. Assume that pi, pj ∈ P+ and that wdd(t, pi) < wdd(t, pj). There are three

cases:

1. x′i, x
′
j ∈ P+

2. x′i ∈ P− and x′j ∈ P+

3. x′i, x
′
j ∈ P−.

Case 1 and 2: (See Figures 12.7 and 12.8)

wdd(t, pi) < wdd(t, pj) gives r(xj) ∈ H(xi)
+. Since H(xi) and H(xj) intersect

along P we have x ∈ H(xi)
+ for all x ∈ H(xj) such that x ∈ P+. This gives

pj ∈ H(xi)
+ which shows Π(xi, pj) > 0.

Case 3: (See Figure 12.9)

x′i and x′j ∈ P− with wdd(t, pi) < wdd(t, pj) gives r(xj) ∈ H(xi)
−. Since H(xi)

and H(xj) intersect along P we have x ∈ H(xi)
− for all x ∈ H(xj) such that x ∈ P−.

Furthermore x ∈ H(xi)
+ for all x ∈ H(xj) such that x ∈ P+. This gives pj ∈ H(xi)

+

which shows Π(xi, pj) > 0.

The converse is shown in a similar manner.
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x j
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Figure 12.7: xi and xj are in P+ with xi and xj on the line l(t) which is represented by the diagonal
arrow. The planes H(xi) and H(xj) are represented by the green and red line segments, respectively.
These hyperplanes intersect through the plane P (t) which projects vertically onto xt which is shown by
the black dot.
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Figure 12.8: xi ∈ P− and xj ∈ P+.
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Figure 12.9: xi and xj ∈ P−.
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Pt

P+¿pb '

pa '

pc '

Figure 12.10: Unweighted illustration of Theorem 5. Given the characteristic point, xa, represented by
the blue circle, the point p′a lies anywhere on the dark blue arc above the plane P . Similarly for xb (green)
and xtc (red). Here we see that wdd(t, pa) < wdd(t, pb) < wdd(t, pc). The points p′b and p′c are outside
the sphere represented by xa which gives Π(xa, pa,b) > 0. Furthermore, we see that sphere xc contains
p′b and p′a (Π(xc, pa,b) ≤ 0), and the sphere xb contains p′a but not p′c.

From theorem 1 we get the following corollary:

Corollary 6. If pa = nnbr_wwd+(t) then Π(xa, p) ≥ 0 for all p ∈ P+.

We will now prove the Nearest Weighted Delaunay Distance Neighbor Theorem 1 .

Proof. Assume that t is a face in T , and that there exist points in P+. This means

there also exists nnbr_wdd+ to t. By (1.6) there also exists a point pi ∈ P+, such that

Π(xi, p) ≥ 0 for all p ∈ P and Ti ∈ T . Since Π(xj, nnbr_wdd+) ≤ 0 for all pj 6= pi,

this implies that pi = nnbr_wdd+.
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12.3 Simple Active-Face (AF) Algorithm

Each t ∈ T is incident to either one or two tetrahedra which we call T+(t) and T−(t)

depending on the orientation of t. That is, t is incident to

T+(t) = {t, nnbr_wdd+(t)} (12.3.1)

T−(t) = {t, nnbr_wdd−(t)} (12.3.2)

assuming nnbr_wdd+ and nnbr_wdd− exist. For t ∈ conv(A), the facet has only one

nnbr_wdd and incident tetrahedron in the traditional sense. One may place a symbolic

point, p∞, at inifinity, and set p∞ as a nnbr_wdd for each t ∈ conv(A). We call the

resulting tetrahedron the “infinite tetrahedron”, to which we assign the index of “0”.

For t ∈ T , its incident tetrahedra, T (t) ∈ T , may be constructed if nnbr_wdd+(t)

and nnbr_wdd−(t) are known. Adjacent tetrahedra of T (t) may then be constructed

by finding the nearest-weighted-Delaunay neighbors of appropriate facets, and so on.

Thus, the entire tetrahedrization, T , may be found given an initial triangle t ∈ T and

the capability of finding nearest-weighted-Delaunay neighbors. Additionally, T may

be found given an initial t ∈ T and the capability of finding nnbr_wdd+(t).

The algorithm begins with an initial tetrahedra list, T_list, which contains the tetra-

hedra that have been found, and Active Face List (AFL) which contains the triangles

whose T− are in T_list but whose T+ are not. A facet is called active if it is in the AFL,

and a facet is called the active face (AF) if its nearest-weighted-Delaunay neighbor is

being found and the resulting tetrahedron is being constructed. The algorithm proceeds

as follows [5], [16]:

1. initial population of AFL, T_list

2. for t = AF, locate nnbr_wdd(t)+ and construct T+(t)

3. update AFL

4. repeat steps 2-3 until AFL is empty
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The initial population of AFL and T_list, and the location and contruction of T (t)

are the same as the method used in the Active-Edge-Face method which is discussed

in the next section. Here we discuss a possible method to update AFL and some of the

difficulties that arise when using this method.

We say a triangle has been “visited” if it was or is in the AFL. We say that a vertex

has been visited if it is incident to a visited triangle. At each step in the algorithm we

keep a list of triangle indices which contain a given vertex.

Given the active face, t, nnbr_wdd+(t) is located and the corresponding tetrahedron

is extracted. We remove t from AFL. At this point there are two cases:

1. nnbr_dd has not been visited

2. nnbr_dd has been visited

If nnbr_dd has not been visited, we know that three incident triangles of the new

tetrahedron have not yet been visited. We insert these into AFL.

If nnbr_dd has been visited, there is a possibility that one or all of the incident

triangles have been visited. To determine if the triangles had been visited, we compare

the given triangles to the list of triangles that contain nnbr_dd. If a match is found, the

face is removed from AFL, otherwise it is added to AFL.

This method is slow, because a large number of triangles may contain a given vertex

and three indices need to be compared at each step in the triangle matching process. The

number of triangle compares may be decreased by modifying the order of the triangles

in the AFL. For example, faces may be inserted so that tetrahedra are found along a

certain search direction or “wall” similar to the method used in [5] However, we would

like to bypass this step as well as customize the algorithm to specifically meet our needs

as discussed in the next section.

12.4 Active-Edge-Face Algorithm

Our motivation in computing the Delaunay tetrahedriztion is that it is used to calculate

molecular volumes, surface areas, their derivatives, as well as Laguerre and Laguerre-
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intersection volumes and surfaces.

We would like to develop a tetrahedrization process that is tailored specifically for

these calculations. These algorithms require the following information which is ex-

tracted from the Delaunay tetrahedrization:

1. Alpha complex

a) Simplices in tetrahedrization

b) Size of simplices

c) Incident tetrahedra to each triangle

d) Incident triangles to each edge

e) Incident edges to each vertex

2. Ordered tetra-rings

3. Tetrahedra that contain each vertex

Ideally this information should be found with little or no additional work during the

DT calculation. Furthermore, an algorithm with this property will be an excellent basis

for an algorithm that computes the alpha complex from scratch (ideas for this will be

discussed later). The Active-Edge-Face algorithm is such an algorithm.

The AEF method combines ideas from the Active-Face Algorithm as well as the

Tetra-ring/Simplex Extraction Algorithm (Chapter 11).

Recall that with the Tetraring/Simplex Extraction Algorithm, an edge is extracted

and then the tetraring is found by examining the Tnbr data structure for the tetrahedron

that is adjacent to the current tetrahedron. Triangles are extracted as the tetraring is

traversed. With the AEF algorithm, the next tetrahedron in the tetraring is found con-

currently by a nnbr_dd search. At each step, we also extract simplices from the new

tetrahedron and set incidences for both old and new simplices. This eliminates the need

for triangle comparisons.

We say that an edge has a partial tetraring if the edge has been extracted, but all

tetrahedra in the ring have not been found. Edges with partial tetrarings are in the
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Figure 12.11: An edge (represented by the red dot) with a partial tetraring (represented by the blue tri-
angles). The filled triangles represent tetrahedra that have been extracted and unfilled triangles represent
tetrahedra that are yet to be found. The red line segments represent the open faces of the edge.

Active Edge List. Each edge in the Active Edge List contains information about its

“open faces” which are the triangles on the edge of the partial tetraring (See Figure

12.11).

The algorithm begins with an initial tetrahedron and proceeds as follows:

1. Extract subsimplices of initial tetrahedron and set incidences and open faces.

2. For e = active_edge find nnbr_dd of open face. Extract tetrahedron T_new.

3. Extract subsimplices of T_new. Set incidences and update edges’ open faces.

4. If T_new completes active_edge’s tetraring, continue to next edge in Active

Edge List. Otherwise repeat step three on new open face.

5. Repeat steps 2-4 until Active Edge List is empty.

12.4.1 Initial Tetrahedron

There are a number of ways an initial tetrahedron, T_init, can be found. Possibilities

include:

1. T_init may be constructed via a nearest Delaunay neighbor search on

a) a convex hull triangle
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b) a triangle known a priori from properties of molecule. For example, three

backbone atoms.

c) a triangle found incrementally from a nearest neighbor search for a Delau-

nay edge

2. a tetrahedron known a priori from the properties of the molecule

12.4.2 Calculation of wdd

The characteristic point, xt, of the active face t is calculated along with the unit normal

n̂. Recall that the Delaunay distance between a triangle with characteristic point xt and

a point p is

wdd(t, p) =


|x′T , x′t|, if x′T ∈ Halfspace(t,p)

−|x′T , x′t| otherwise
(12.4.1)

where xT is the characteristic point of T = {t, p}.

We may compute xT by solving a 4 × 4 system of equations, or since we already

know xt and n̂ we may save on computation by writing

x′T = x′t + dn̂ (12.4.2)

and noticing that

x′′T = x′′t + d2 (12.4.3)

which gives

d = −x
′′
t + p′′ − |x′t − p′|2

2(x′t − p′) · n̂
(12.4.4)

.

This savings is critical to the time efficiency of the code, since wdd(t, p) must be

calculated for all test points.
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12.4.3 Nearest neighbor search

At the beginning of the computation, the maximum weight over all atoms is subtracted

from each atom’s weight in the data set. This means that the radii of all characteristic

points are real which makes the nearest neighbor search easier but does not change the

triangulation.

Gridding

A box containing all atom centers is divided into bins. We write the atom centers,

x1, ..., xn, in the vector x where x(i, j) is the ith element of xj . We set the bounds on

the box by

x_min = min(x(1, :))− ε

x_max = max(x(1, :)) + ε

y_min = min(x(2, :))− ε

y_max = max(x(2, :)) + ε

z_min = min(x(3, :))− ε

z_max = max(x(3, :)) + ε.

Then the x, y, and z dimensions of the box are,

lx = x_max− x_min

ly = y_max− y_min

lz = z_max− z_min

(12.4.5)

Let nx, ny, and nz be the number of bins let dx, dy, and dz be the dimensions of

each of the bins in the x, y, and z directions, respectively, There are a couple of ways

these values may be chosen.

Method 1:
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We would like the total number of bins to equal the number of atoms in the data

set, so on average one atom sits in each bin. We would also like the bins to be close to

cubic.

nx · ny · nz ≈ n (12.4.6)

dx ≈ dy ≈ dz (12.4.7)

We set

nx =


(

lx2

ly · lz
n

) 1
3

 (12.4.8)

ny =

⌈
ly

lx
nx

⌉
(12.4.9)

nz =

⌈
lz

lx
nx

⌉
(12.4.10)

with

dx =
lx

nx
(12.4.11)

dy =
ly

ny
(12.4.12)

dz =
lz

nz
(12.4.13)

(12.4.14)

.

This gives

nx · ny · nz ≈ nx

(
ly

lx
nx

)(
lz

lx
nx

)
(12.4.15)

= (nx)3

(
ly · lz
lx2

)
(12.4.16)

= n (12.4.17)
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and

dx ≈

(
lx · ly · lz

n

)1/3

(12.4.18)

dy ≈ dx (12.4.19)

dz ≈ dx (12.4.20)

Method 2

We may set dx, dy, and dz close to a desired value d. The value of 2 works well.

Then

nx =

⌈
lx

d

⌉
ny =

⌈
ly

d

⌉
nz =

⌈
lz

d

⌉
(12.4.21)

and

dx =
lx

nx

dy =
ly

ny

dz =
lz

nz

(12.4.22)

The user may decide to use either grid method 1 or grid method 2 in the calculation.

The faster version depends on properties of the molecule. In the future, the molecule

may be rotated so the principal axes lie along the cartesian coordinates. This will reduce

the number of empty bins in the calculation.

Each atom is assigned a bin number.
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Grid Traversal

The speed of the search algorithm depends on a fine balance between searching the

minimum number of cells, but not taking too much time to determine which these cells

are.

First, the characteristic point, xt, of the active face is computed, along with its

containing plane P which has normal n. The characteristic point gives the size of the

triangle which is the square of the radius of the sphere that is orthogonal to all points in

the triangle,

x′′t = r2
t (12.4.23)

Initial Search

We call the box of cells which contain the characteristic point of the open face the

”initial box” and the traversal of appropriate cells in the initial box the “initial search”.

We set the maximum and minimum grid indices for the initial search as:

x_max_search = min

(
nx,

⌈
xt(1) + rt − x_min

dx

⌉)

y_max_search = min

(
ny,

⌈
xt(2) + rt − y_min

dy

⌉)

z_max_search = min

(
nz,

⌈
xt(3) + rt − z_min

dz

⌉)

x_min_search = max

(
1,

⌈
xt(1)− rt − x_min

dx

⌉)

y_min_search = max

(
1,

⌈
xt(2)− rt − y_min

dy

⌉)

z_min_search = max

(
1,

⌈
xt(3)− rt − z_min

dz

⌉)
(12.4.24)

We are looking for nnbr_wdd+ which we know is in P+. This means that we need

to search all cells in the initial box on the upper side of the plane. However, if the size
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of the open face is “small” compared to the size of the grid is is faster to visit all cells

in the initial box.

Both sides of plane:

We loop through the cells and visit each test point with the following pseudocode:

do i = xmin_search, xmax_search

do j = ymin_search, ymax_search

do k = zmin_search, zmax_search

do l = 1, num_cell(i,j,k)

test_pt=grid(i,j,k,l)

if (test_pt in P^+)

calculate current_wdd

if (current_wdd<min_wdd)

set new nnbr

end if

end if

end do

end do

end do

end do

One side of plane: In this pseudocode, for each pair (i, j) we calculate z-index of

the cell that intersects P to only search cells in P+.

do i = xmin_search, xmax_search
do j = ymin_search, ymax_seach

z_int_corner = !z-ind. of P with corners of bin (i,j)
if (normal(3)<=0) then

zstart=zmin_search
zend=max(z_int_corner)
if (zend>zmax_search)

zend=zmax_search
end if

else !normal(3)>0
zstart=minval(z_int_corner)
if (zstart,zmin_search) then
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zstart=zmin_search
end if
zend=zmax_search

end if
do k = zstart, zend
do l = 1, num_cell(i,j,k)

test_pt=grid(i,j,k,l)
if (test_pt in P^+) then

calculate current_wdd
if (current_wdd<min_wdd) then

set new nnbr
end if

end if
end do
end do

end do
end do

The right hand corner of one box may be the upcoming left hand corner of the next

box. This means that all entries of z_int_corner do not need to be recomputed each

loop.

!normal = unit normal to plane P
!xy_corner = x and y values at corners of cell
!z_corner = z values of plane at corners of cell
!z_int_corner = z-indices of cells that contain z-corner

xr=xmin+(xmin_search-1)*dx
do i = xmin_search, xmax_search

xy_corner(1,2)=xr
xr=xmin+i*dx;
xy_corner(1,1)=xr
yr=ymin+(ymin_search-1)*dy
xy_corner(2,1:2)=yr
do mm = 3, 4

z_corner=(dot(normal,p1)-dot(normal(1:2), &
xy_corner(:,mm-2)))/normal(3);

z_int_corner(mm)=ceiling((z_corner-zmin)/dz)
end do !mm
do j = ymin_search, ymax_search

yr=ymin+j*dy;
xy_corner(2,1:2)=yr
z_int_corner(1:2)=z_int_corner(3:4)
do mm = 3, 4

z_corner=(dot(normal,p1)-dot(normal(1:2), &
xy_corner(:,mm-2)))/normal(3);

z_int_corner(mm)=ceiling((z_corner-zmin)/dz)
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end do !mm

if (normal(3)<=0) then
zstart=zmin_search
zend=max(z_int_corner)
if (zend>zmax_search)

zend=zmax_search
end if

else !normal(3)>0
zstart=minval(z_int_corner)
if (zstart,zmin_search) then

zstart=zmin_search
end if
zend=zmax_search

end if
do k = zstart, zend
do l = 1, num_cell(i,j,k)

test_pt=grid(i,j,k,l)
if (test_pt on correct side of plane)

calculate current_wdd
if (current_wdd<min_wdd)

set new nnbr
end if

end if
end do
end do

end do
end do

We see that for each step in the loop, it takes time to determine zstart and zend. By

counting the number of flops needed to compute zstart and zend and comparing it to the

number of flops needed to check all cells in initial search box (assuming an average of

one data point per cell), we see that it is faster to search all cells in the initial box for

rt ≤ 2.5dx. However, in practice, rt satisfies this condition for a small enough number

of triangles that it is faster to search the entire initial box rather than comparing the

value of rt for each active face.

If min_wdd ≤ 0 then we know xT
⋂
P+ is contained in the initial box. This means

we have located nnbr_wdd+ and we exit.

Searching Additional Layers: If the exit criterion has not been met after the initial

search, we search successive caps of each wall of the previous box. For these additional

layers, it is faster to only search cells in P+.
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Pseudocode: Additional Layers
do while
if (xmin_search > 1)

xmin_search = xmin_search-1
x_searchvec(1)=xmin_search

else
x_searchvec(1)=0

end if

if (xmax_search < nx)
xmax_search=xmax_search+1
x_searchvec(2)=xmax_search

else
x_searchvec(2)=0

end if

.

.

.

. similary for y and z dimensions

do i = x_searchvec
if (i /= 0) then

xl=xmin+(i-1)*dx xr=xmin+i*dx
yr=ymin+(ymin_search-1)*dy
xy_corner(:,1)=(/xl,yr/)
xy_corner(:,2)=(/xr,yr/)
do mm = 3,4

z_corner=(dot(normal,p1)-dot(normal(1:2),&
xy_corner(:,mm-2)))/normal(3)

z_int_corner(mm)=ceiling((z_corner-zmin)/dz)
end do !mm
do j = ymin_search, ymax_search

yr=ymin+j*dy
xy_corner(2,:)=yr
z_int_corner(1:2)=z_int_corner(3:4)
do mm=3,4

z_corner=(dot(normal,p1)-dot(normal(1:2),&
xy_corner(:,mm-2)))/normal(3)

z_int_corner(mm)=ceiling((z_corner-zmin)/dz)
end do !mm

if (normal(3) <= 0) then
zstart=zmin_search
zend=maxval(z_int_corner)
if (zend>zmax_search) then

zend=zmax_search
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end if
else

zstart=minval(z_int_corner)
if (zstart < zmin_search) then

zstart=zmin_search
end if
zend=zmax_search

end if

do k = zstart, zend
num_cells_loop=num_cells_loop+1
do l = 1, num_cell(i,j,k)

test_pt=grid(i,j,k,l)
if (test_pt on correct side of plane)

calculate current_wdd
if (current_wdd<min_wdd)

set new nnbr
end if

end if
end do

end do
end do

end if
end do

.

.

. similary for y and z dimensions

if (exit criterion met) then
return

end if

end do !while

We exit the do loop if one of the following criterion is met:

1. No cells were visited in the last loop

2. Search bounds are maxed out

3. Search box contains xT
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12.4.4 Extraction of Subsimplices and Update of Incidences

Before we discuss how subsimplices of T_new are extracted and incidences updated,

we will first present the data structures used in the algorithm.

Data Stucture

Tetrahedra

The array T stores tetrahedra and is allocated to size (4,max_num_T ). Each col-

umn of T will contain the indices of the tetrahedron. That is tetrahedron i is represented

by T (:, i) = (i1, i2, i3, i4). The tetrahedron is oriented such that the point v4 is above

the triangle v1, v2, v3.

The array aedg is of dimension (6,max_num_T ) where aedg(:, i) contains the

indices of the edges which are incident to the tetrahedron i. This array is not needed for

volume/surface/Laguerre calculations but is needed to find the indices of edges in the

DT calculation.

The array char_pt_T contains characteristic points of the tetrahedra.

Triangles

The tri data type has several components.

type tri_type
int, dim(3) :: tri
int, dim(2) :: inc_T
int, dim(2) :: op_ver
double precision, dim(4) :: x_char
end type tri_type

The component tri(i)%tri contains indices of the vertices in the triangle i. The

component tri(i)%x_char contains the 4-dimensional characteristic point, tri(i)%inc_T

contains incident tetrahedra, and tri(i)%op_ver contains the vertices on the incident

tetrahedra that are not part of the triangle. The opposite vertex information is needed

in the volume surface Laguerre calculation, and it is faster to store it at this point in the

algorithmm rather than calculating it later on.
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Edges

The edge data structure is the workhorse of the algorithm.

type edge_type
int, dim(2) :: edg
int :: num_inc_tri
int, dim(20) :: inc_tri
int, dim(20) :: op_ver
int, dim(-10:20,max_rings) :: tetra_ring
int, dim(2,max_rings) :: ind_of
int, dim(2,max_rings) :: open_T_ind !ind in T_ring of open tets
int, dim(2,max_rings) :: final_vertex !vert opposite edge in open face
int :: gap !=number of gaps = num_tetra rings -1
int, dim(max_rings) :: order_rings !order of the rings in tetra_ring
int, dim(max_rings) :: num_zero
double precision, dim(max_rings) :: dot
int :: next_ring
end type edge_type

The ordered tetrahedra that contain a given edge are stored in the edge’s tetra_ring.

The first tetrahedron of edge i that is extracted is inserted into edge(i)%tetra_ring(0).

Tetrahedra are stored in a counterclockwise direction around the edge. This means that

the tetrahedron adjacent to tetra_ring(0) in the counterclockwise direction around the

edge is stored in tetra_ring(1) and the tetrahedron adjacent to tetra_ring(0) in the

clockwise direction is stored in tetra_ring(−1) and so forth.

Occasionally a newly extracted tetrahedron that contains a given edge is not adjacent

to any tetrahedra that are currently in the edge’s tetra_ring. In this case we say that

a ”gap” has formed. We temporarily store this tetrahedron, which is in a currently

unconnected segment of the tetra ring, in tetra_ring(:, j) for some j > 1. At the end

of the algorithm, when all tetrahedra have been extacted, tetra_ring(:, 1) contains the

entire tetra ring.

Twenty is a good bound for the maximum number of tetrahedra in a tetra ring when

working with molecular data sets. The first tetrahedron that contains an edge is in-

serted in tetra_ring(0, 1). Five has shown to be a good value for max_num_rings.

Since counterclockwise is the default direction of extraction, we set the indices of

tetra_ring(:, j) from −10 : 20. We set the size of the array inc_tri, which contains

indices of incident triangles, and the size of the array op_ver, which contains the vertex
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opposite to the edge in the incident triangle, to twenty. The opposite vertex is needed

for the volume surface Laguerre calculations and it is faster to store it here than to

recompute it.

In the end, edg(i)%tetra_ring(:, 1), will contain all the tetrahedra in edge i’s tetra

ring. However, during the calculation, there may be gaps in the tetra ring. Connected

segments are stored in edg(i)%tetra_ring(:, j). The component edg%open_T_ind(:

, j) contains the indices of the first and last tetrahedra in the tetra ring j. The array

ind_of stores the indices of the open faces in the partially completed tetra rings. The

component edg(i)%final_vertex(:, j) contains the indices of the vertices opposite the

edge in the open face of the tetra ring j.

The component edg(i)%gap is the number of gaps in the tetra ring. This is equal

to one less that the number of temporary rings. num_zero counts how many “0” tetra-

hedra are in the tetra ring. When this number is equal to 2, the edge is finished, i.e.

the tetra ring is complete. order_rings is counter clockwise order of the partial rings

around the edge, dot is related to the dot product between rings and is used to set

order_rings. next_ring stores the index of the next avaible tetra ring. done = 1 is the

tetra ring of that edge is complete and 0 otherwise.

12.4.5 Outline

The tetra rings of the active edges are constructed and at each step, new simplices

are extracted and all incidences (including the tetra ring of each subsidiary edge) are

updated. As the algorithm proceeds, tetra rings of subsidiary edges may develop gaps.

We begin with an edge which we call the “active edge”. An unfinished edge has at

most two open faces. We begin, if possible, with the open face that is counterclockwise

around the tetra ring. This becomes the “active face”, so at each step we have an active

edge-tri pair.

For this active edge, the nnbr_wdd is found. Then there are four cases:

1. nnbr_wdd is “new”; i.e. it has not been visited before
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Figure 12.12: The active edge is represented by the red arrow and the active triangle is represented by the
gray region. The “opposite vertex” is the point in the active triangle which is not in the active edge. The
nnbr is the vertex to the far right. Edge2 is given by the first vertex of the active edge and the opposite
vertex. Edge3 is given by the second vertex of the active edge and the opposite vertex. Faredge2 is the
first vertex and nnbr, faredge3 is the second vertex and nnbr. Faredg consists of opposite vertex and nnbr.
Tri2 is given by the first vertex, opposite vertex, and nnbr. Tri3 is the second vertex, opposite vertex, and
nnbr. Far tri is given by the active edge and the nnbr.
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2. nnbr_wdd=0; i.e. the active tri is on the convex hull

3. nnbr_wdd=final_vertex; i.e. the tetra ring can be closed

4. nnbr_wdd is not new and not equal to the final vertex

See Figure 12.12 to see how simplices in the new tetrahedron are labeled.

nnbr_wdd is new

If nnbr_wdd is new then we know that all far_edg2, far_edg3, and far_edg need to be

extracted as well as the triangles tri2, tri3, and far_tri. Incidences are set at this time.

The pair active_edge/far_tri become the new active edge/face pair.

nnbr_wdd = 0

Incidences are set for active_edge, active_tri, edge2, and edge3. If the previous search

was in the counterclockwise direction, the search proceeds in the clockwise direction

with the clockwise open face as the new active_tri.

nnbr_wdd = far_vertex

This means that a tetra ring is completed or a gap is filled. If the tetra ring is completed,

the edge is complete and we move on to another active edge. If a gap is filled, we keep

the same active edge and move on to the far face of the appropriate partial tetra ring.

Since fartri has already been extracted, faredge2 and faredge3 have already been

extracted.

nnbr_wdd is not new and is not a far vertex

In this case incidences are updated and the new active tri is the far tri.
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12.4.6 Examples

Case 1:

  

x2
x1

x3

x4

x5

We start with the tetrahedron T1 = (1, 2, 3, 4). As always, the first tetrahedron is

oriented so that the vertex v4 is above the triangle (v1, v2, v3).

We first extract all simplices and set all incidences on this initial tetrahedron.

Tetra # Vertices
1 1 2 3 4

Tri # Indices inc_T
1 1 3 2 1 x
2 1 2 4 1 x
3 1 4 3 1 x
4 2 3 4 1 x

Edge # Indices tetra_ring open_face final_vertex
1 1 2 1 1 2 3 4
2 1 3 1 3 1 4 2
3 1 4 1 2 3 2 3
4 2 3 1 1 4 1 4
5 2 4 1 4 2 3 1
6 3 4 1 3 4 1 2

Vertices 1 through 4 are marked as visited.
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Note that the triangles are oriented so that each points away from the initial tetrahe-

dron. Also note that the first open face of an edge is oriented toward the tetrahedron and

the second open face is oriented away from the tetrahedron. This will give a tetraring

that is oriented counterclockwise around the edge.
We begin with the first edge = (1,2) as the active edge with open_face(2) as the active

tri. The size of the tri is calculated here, and the nearest neighbor x5 is located. This
vertex has not previously been visited, so we know to extract all far_edge, far_edge2,
and far_edge3, tri2, tri3, and far_tri. We set incidences for these simplices as well as
for the active edge, active tri, edge2, and edge3.

Tetra # Vertices
1 1 2 3 4

Tri # Indices inc_T
1 1 3 2 1 x
2 1 2 4 1 2
3 1 4 3 1 x
4 2 3 4 1 x
5 1 2 5 2 x
6 1 5 4 2 x
7 2 4 5 2 x

Edge # Indices tetra_ring open_face final_vertex
1 1 2 1 2 1 5 3 5
2 1 3 1 3 1 4 2
3 1 4 2 1 6 3 5 3
4 2 3 1 1 4 1 4
5 2 4 1 2 4 7 3 5
6 3 4 1 3 4 1 2
7 1 5 2 5 6 2 4
8 2 5 2 7 5 4 1
9 4 5 2 7 6 1 2

The triangle 1 2 5 becomes the next active tri. A nearest neighbor search gives x3.

We extract the tetrahedron (1,2,5,3). Since x3 is the final vertex of the current edge, and

the edge has no gaps, the tetra ring is complete.

We know that far_tri, far_edge2, and far_edge3 have already been extracted. We

need to update the incidences and tetra ring info for these simplices.

We do not know, by default, whether tri2, tri3, and far_edge have been extracted.

It is easy to determine whether the triangles are new by looking at the final vertices of

far_edge2 and far_edge3. If either tri2 or tri3 have already been extracted, then we know

that far_edg has already been extracted. If neither tri2 nor tri3 have been extracted, then
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we need to check the incidences of op_ver and nnbr to determine if far_edge is new. If

the edge has already been extracted, then far_edge developed a gap in its tetra ring.

In this case, tri2, tri3, and far_edge are all new. We extract these.

Tetra # Vertices
1 1 2 3 4
2 1 2 4 5
3 1 2 5 3

Tri # Indices inc_T
1 1 3 2 1 3
2 1 2 4 1 2
3 1 4 3 1 x
4 2 3 4 1 x
5 1 2 5 2 3
6 1 5 4 2
7 2 4 5 2 x
8 1 3 5 3 x
9 2 5 3 3 x

Edge # Indices tetra_ring open_face final_vertex
1 1 2 1 2 3 . . . .
2 1 3 1 3 3 8 4 5
3 1 4 2 1 6 3 5 3
4 2 3 3 1 9 4 5 4
5 2 4 1 2 4 7 3 5
6 3 4 1 3 4 1 2
7 1 5 3 2 8 6 3 4
8 2 5 2 3 7 9 4 3
9 4 5 2 7 6 2 1

10 5 3 3 8 9 1 2

We move on to the next edge, (1,3), which becomes the active edge. The current

tri is open_face(2) = tri 8 = (1 3 5). A nearest neighbor search returns the “0” vertex.

This means that the triangle (1,3,5) is on the convex hull of the data set. We update

incidences and the tetra rings for edges (1,3) (1,5), (3,5).

Tetra # Vertices
1 1 2 3 4
2 1 2 4 5
3 1 2 5 3

Tri # Indices inc_T
1 1 3 2 1 3
2 1 2 4 1 2
3 1 4 3 1 x
4 2 3 4 1 x
5 1 2 5 2 3
6 1 5 4 2 x
7 2 4 5 2 x
8 1 3 5 3 0
9 2 5 3 3 x
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Edge # Indices tetra_ring open_face final_vertex
1 1 2 1 2 3 . . . .
2 1 3 1 3 0 3 . 4 .
3 1 4 2 1 6 3 5 3
4 2 3 3 1 9 4 5 4
5 2 4 1 2 4 7 3 5
6 3 4 1 3 4 1 2
7 1 5 0 3 2 . 6 . 4
8 2 5 2 3 7 9 4 3
9 4 5 2 7 6 2 1

10 5 3 0 3 . 9 . 2

Since we hit the convex hull, we continue the nearest neighbor search in the clock-

wise direction. open_face(1)= (1,4,3) becomes the active tri. Again a nearest neighbor

search returns the “0” vertex. Since this is the second 0 for the active edge, this edge

has been completed. We update incidences and tetra rings.

Tetra # Vertices
1 1 2 3 4
2 1 2 4 5
3 1 2 5 3

Tri # Indices inc_T
1 1 3 2 1 3
2 1 2 4 1 2
3 1 4 3 1 0
4 2 3 4 1 x
5 1 2 5 2 3
6 1 5 4 2 x
7 2 4 5 2 x
8 1 3 5 3 0
9 2 5 3 3 x

Edge # Indices tetra_ring open_face final_vertex
1 1 2 1 2 3 . . . .
2 1 3 0 1 3 0 . . . .
3 1 4 2 1 0 6 . 5 .
4 2 3 3 1 9 4 5 4
5 2 4 1 2 4 7 3 5
6 3 4 1 0 . 4 . 2
7 1 5 0 3 2 . 6 . 4
8 2 5 2 3 0 7 . 4 .
9 4 5 2 7 6 2 1

10 5 3 0 3 . 9 . 2

Next we move on to edge 3 = (1,4). Since the final tetrahedron in the counterclock-

wise direction is “0”, we begin by searching in the clockwise direction. The active tri is

open_face(1)= tri # 6 = ( 1 5 4). A nearest neighbor search again gives the “0” vertex,
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and edge 3 is complete. Incidences and tetra rings are updated. We see that this step

completes the tetra ring of edge # 7 = (1,5).

Tetra # Vertices
1 1 2 3 4
2 1 2 4 5
3 1 2 5 3

Tri # Indices inc_T
1 1 3 2 1 3
2 1 2 4 1 2
3 1 4 3 1 0
4 2 3 4 1 x
5 1 2 5 2 3
6 1 5 4 2 0
7 2 4 5 2 x
8 1 3 5 3 0
9 2 5 3 3 x

Edge # Indices tetra_ring open_face final_vertex
1 1 2 1 2 3 . . . .
2 1 3 0 1 3 0 . . . .
3 1 4 0 2 1 0 . . . .
4 2 3 3 1 9 4 5 4
5 2 4 1 2 4 7 3 5
6 3 4 0 1 . 4 . 2
7 1 5 0 3 2 0 . . . .
8 2 5 2 3 0 7 . 4 .
9 4 5 0 2 7 . 2 .

10 5 3 0 3 . 9 . 2

We continue through the edge list until all edges are finished.

The elements open_face and final_vertex are temporary variables, and the final re-

sult is

Tetra # Vertices
1 1 2 3 4
2 1 2 4 5
3 1 2 5 3

Tri # Indices inc_T
1 1 3 2 1 3
2 1 2 4 1 2
3 1 4 3 1 0
4 2 3 4 1 0
5 1 2 5 2 3
6 1 5 4 2 0
7 2 4 5 2 0
8 1 3 5 3 0
9 2 5 3 3 0

Edge # Indices tetra_ring
1 1 2 1 2 3
2 1 3 0 1 3 0
3 1 4 0 2 1 0
4 2 3 0 3 1 0
5 2 4 0 1 2 0
6 3 4 0 1 0
7 1 5 0 3 2 0
8 2 5 0 2 3 0
9 4 5 0 2 0

10 5 3 0 3 0
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12.5 Alpha Complex from Scratch

Eventually we would like to compute the alpha complex from scratch; i.e. compute the

alpha complex without computing the entire Delaunay tetrahedrization. For a typical

size of alpha, the alpha complex is a fraction of the Delaunay tetrahdrization. Also,

only simplices less than a certain size are in the alpha complex. This means that the

search for the nearest weighted Delaunay distance neighbor only needs to be within a

certain cut-off distance.

12.6 Run Times

We compare run times programs ’regtet’ [2], ’DAlphaBall’ [10], and ’mkDT’. Times

were calculated by taking the average over 50 runs. The regtet method uses a the ’regtet’

implementation for the tetrahedrization and program we wrote called ’mkalpha’ for the

alpha complex and surface and volume calculations. The surface and volume calcula-

tions in ’mkalpha’ are identical to those in ’mkDT’. First we compare the computation

of the tetrahedrization and the alpha complex in Figure 12.13. Next we compare the

surface and volume calculation times in Figure 12.14 and the total calculation times

in Figure 12.15. Note that the run times are linear with respect to the number of data

points.
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Figure 12.13: Run time for the calculation of Delaunay tetrahedrization and alpha complex.

Figure 12.14: Run time for the calculation of surfaces, volumes, and derivatives.
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Figure 12.15: Total run time.
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Chapter 13

Delaunay Spanning Tree

13.1 Weighted Delaunay Tetrahedrization and Convex

Hull

Consider a weighted point p = (p′, p′′) ∈ R3 × R where p′ is the location of the point

and p′′ is the weight of the point. The point p can be thought of as a sphere, Bp in R3

centered at p with radius
√
p′′. In the succeeding sections the sphere p and the weighted

point p will be used interchangeably.

Call p = (p′, |p′|2 − p′′) ∈ R4 the “raised point p” and φ(A) the set of raised points

in A. The weighted Delaunay tetrahedrization, T , of A can be found by computing the

convex hull of φ(A) and projecting the lower facets of conv(φ(A)) onto R3.

13.2 Properties of the Weighted Delaunay Tetrahedriza-

tion

Consider a set of weighted points A. An edge between points a and b in A will be

written as ab.

Lemma 1. The edge ab ∈ T (A) iff there exists a sphere x mutually orthogonal to a

and b with Π(c, x) ≥ 0 for all c ∈ A.
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Proof. If ab is in T (A) then by the empty sphere property of the Delaunay tetrahedriza-

tion there exists an x such that Π(x, c) ≥ 0 for all c ∈ A.

Now assume there exists a sphere x which is orthogonal to a and b with Π(c, x) ≥ 0

for all c ∈ A . Define the hyperplane H to be the dual of the lifted point φ(x). Since

Π(x, c) ≥ 0 for all c ∈ A the point φ(c) is on or above the hyperplane H . This means

that the hyperplane H supports the convex hull of φ(A). Since the edge φ(a)φ(b) is in

H the edge ab is in T (A).

The equivalent of Lemma 1 holds for any k-simplex with k ≤ 3.

Edge Theorem. IfA represents a protein, then the weighted Delaunay triangulation of

A contains the edges between bonded atoms.

Proof. By Lemma 1, we need to show that if a and b are bonded atoms then for all

c ∈ A, Π(x, c) ≥ 0 where x is the characteristic point of the edge ab.

The atoms carbon, hydrogen, oxygen, nitrogen, and sulfur comprise amino acids.

Following is a table of the atoms and their van der Waals’ radii as well as bond lengths

between pairs of atoms. The weight of an atom is the van der Waals radius squared.

Atom Van der Waals radius

C 1.7

H 1.09-1.20

N 1.55

O 1.52

S 1.8

Bond Bond length

C-C 1.54

C=C 1.34

C-H 1.09-1.11

C-O 1.43

C=O 1.20-1.23

C-N 1.43-1.47

C=N 1.29-1.38

C-S 1.82

N-H 1.01-1.45

O-H .96
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In the case where c is not bonded to a, and c is not bonded to b we have Π(x, c) ≥ 0

by van der Waal’s restraints. That is

Π(x, c) = |x′ − c′|2 − x′′ − c′′

> |x′ − c′|2 − c′′

≥ 0 (13.2.1)

since x′′ < 0 and x′ is contained in the union of a and b.

Next we consider the case when c is bonded to a or b. Without loss of generality,

we assume that c is bonded to a which we call the central atom. Recall that

x′ = a′ + t(b′ − a′) (13.2.2)

where

t =
1

2

(
a′′ − b′′

|a′ − b′|2
+ 1

)
. (13.2.3)

.

First we consider the subcase when neither a, b nor c is hydrogen. We have

t ≥ 1

2

(
1.522 − 1.82

1.822
+ 1

)
> 0 (13.2.4)

and

t ≤ 1

2

(
1.82 − 1.522

1.22
+ 1

)
< 1 (13.2.5)

which gives x′ on the line segment between a′ and b′. This along with the fact that the

bond angle between c, a, and b is greater than 90 degrees gives

|x′ − c′|2 > |a′ − c′|2 + |a′ − x′|2. (13.2.6)
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Then

Π(x, c) = |x′ − c′|2 − x′′ − c′′

> |a′ − c′|2 + |a′ − x′|2 − x′′ − c′′

= |a′ − c′|2 + x′′ + a′′ − x′′ − c′′

= |a′ − c′|2 + a′′ − c′′

≥ 1.22 + 1.522 − 1.82

> 0. (13.2.7)

Next we consider the subcase that involves hydrogen. We have

t ≥ 1

2

(
1.092 − 1.82

1.822
+ 1

)
> 0. (13.2.8)

This along with the fact that hydrogen cannot be the central atom and that the bond

angle is greater than 90 degrees gives

Π(x, c) > |a′ − c′|2 + a′′ − c′′ (13.2.9)

as before. For combinations not involving an O-H bond we have

Π(x, c) > |a′ − c′|2 + a′′ − c′′

≥ 1.092 + 1.522 − 1.82

> 0. (13.2.10)

The remaining combination is C-O-H. In this situation

Π(x, c) > |a′ − c′|2 + a′′ − c′′

≥ .962 + 1.522 − 1.72

> 0. (13.2.11)
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Spanning Tree Theorem. The set of edges between bonded atoms is a weighted De-

launay spanning tree

Proof. This comes from the Edge Theorem.
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Part VI

Collective Motions of a Molecular

Dynamics Trajectory via Strain

Tensors
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Chapter 14

Strain Tensor

In this chapter we define the strain tensor, ε, and calculate the strain on an HIV Protease

trajectory.

14.1 Definitions

Consider two points close in space,

x (14.1.1)

and

x + dx (14.1.2)

which move to the positions

x + u(x) (14.1.3)

and

x + dx + u(x) + Ddx. (14.1.4)

We call D the displacement gradient, and define the strain tensor

ε =
1

2
(D + Dt + DtD), (14.1.5)
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which is invariant to overall translations and rotations of the body. If D is small then

strain tensor can be approximated by

ε =
1

2
(D + Dt) (14.1.6)

which we call the linear strain tensor. The trace of ε is the fractional volume change.

The displacement gradient, D, may be approximated by a calculation on tetrahe-

dra [41]. Consider four atoms in close space, a0, a1, a2, a3, which are deformed to

a′0, a
′
1, a
′
2, a
′
3. Then for i = 1, 2, 3, D satisfies

(a′i − ai)− (a′0 − a0) = D(ai − a0) (14.1.7)

which gives

D = A′A−1 − I (14.1.8)

where A = (a1 − a0, a2 − a0, a3 − a0), and A′ = (a′1 − a′0, a
′
2 − a′0, a

′
3 − a′0).

14.2 Algorithm

We have a molecular dynamics trajectory of 4500 structures. For structure iwe compute

the regular tetrahedrization T . We filter tetrahedra by edge length and solid angle and

call the set of remaining tetrahedra T ′. At times, we add a subscript T ′i to indicate

which structure T ′ was derived from. The values for A are taken from structure i and

the values of A′ are taken from structure i+ 1. The first step consists of computing the

strain for each atom in each structure. For atom j in structure i define

T ′i,j = {T ∈ Ti such that pj ∈ T}. (14.2.1)

with

Vi,j =
∑

T∈T ′i,j

VT (14.2.2)
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where VT is the volume of tetrahedron T .

Then the strain on atom j in structure i is approximated by

|| ˆε(i, j)|| = 1

Vi,j

∑
T∈T ′i,j

||ε(T )||VT (14.2.3)

where ||ε(T )|| is a norm of the strain tensor derived from T .

In the second step, we compute a weighted average of || ˆε(i, k)|| over all neighbors

pk of pj . Let d be a cutoff distance. The weight is a hat function

wj,k =


1− 1

d
|p′j − p′k|, if |p′j − p′k| < d

0, otherwise.
(14.2.4)

||ε(i, j)|| = 1

W

∑
k 6=j

||ε̂(i, k)||wj,k (14.2.5)

where

W =
∑
k 6=j

wj,k. (14.2.6)

For step three, we take the mean strain over all structures.

||ε(j)|| = 1

N

N∑
i=1

||ε(i, j)||. (14.2.7)

We calculate both the trace

||ε||tr = trace(|ε|) (14.2.8)

and the Frobenius norm,

||ε||F =
√
trace(ε∗ε) (14.2.9)

in this application.

We carry out the calculation on all atoms and backbone atoms only. The all-atom

to backbone figures show the strain for backbone atoms only that was calculated using

the all-atom method.
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14.3 Application to HIV Protease Molecular Dynamics

Trajectory

We found that 7.5 Angstroms was a good value for the cut-off distance d. We kept only

tetrahedra whose solid angles were between 2π + .001 and 2π(1− .001).

The result of the nonlinear Frobenius all-atom method is shown in Figure 14.1. We

see higher strain on solvent exposed residues, especially lysine. We compare results

from the nonlinear Frobenius all-atom to backbone and backbone only methods in Fig-

ure 14.2. We see that the backbone only method captures strain at the flaps of the HIV

protease as well as at the ends of the chains.

Figure 14.1: Left: Strain as calculated by the nonlinear all-atom Frobenius method. Right: Lysine
residues are shown in red.

Results for the backbone calculation, all-atom calculation, and all-atom to backbone

calculation are shown in Figures 14.3, 14.4, and 14.5, respectively. From the all-atom

and all-atom to backbone methods (Figures 14.4 and 14.5), we see large differences be-

tween the Linear Trace and Frobenius norms which indicates shear strain acting on the

molecule. Note that this difference is not seen in the backbone only calculation (Figure
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14.3). We also compare the results between the backbone and all-atom to backbone

calculation in Figures 14.6 and 14.7. It is interesting to note the similarity between the

strain and the standard deviation of residual Laguerre volumes in Figure 9.12.
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Figure 14.2: Strain calculated via the nonlinear Frobenius method. a) all atom to backbone, b) backbone
only.
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Figure 14.3: Strain from backbone only calculation.

Figure 14.4: Strain from all-atom calculation.
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Figure 14.5: Strain from all-atom to backbone calculation.
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Figure 14.6: Comparison of backbone only and all-atom to backbone strain calculation for linear strain
matrix.
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Figure 14.7: Comparison of backbone only and all-atom to backbone strain calculation for the nonlinear
strain matrix.
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Appendix A

Proofs of Continuity

Tertiary proofs:

Consider three balls, pi, pj , and pk, with centers p′i, p
′
j , and p′k, and radii ri, rj , and

rk, respectively. Let P be the plane that contains the centers of the three balls, and

define P + y as the plane parallel to and a distance y above P . Let tijk be the triangle

with vertices at p′i, p
′
j , and p′k tijk and define X as in equation 4.3.1.

Define lijk
(
y,X

)
as the length of the surface of the intersection of the three balls

which is cut by the plane P +y, and l(m)
ijk

(
y,X

)
, m = i, j, k, as the contribution of atom

m to lijk
(
y,X

)
(See Figure A.1). For y such that there is a nontrivial triple intersection

of the three balls in the plane P + y we have

l
(m)
ijk (y) =

1

2

[
(1−δim)l

(m)
im (y)+(1−δjm)l

(m)
jm (y)+(1−δkm)l

(m)
km (y)

]
−αmrm(y) (A.0.1)

where δmn is the Kronecker delta, and l(m)
mn (y) is the length of the surface of the inter-

section of balls m and n in plane P + y (See Figure A.1). The term αm is the angle of

tijk at point m. That is

αm = arccos

(
a · b
ab

)
(A.0.2)

where a and b are two vectors in the triangle tijk that originate at p′m. For n = i, j, k,
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n 6= m, we have (See Figure A.2)

l(m)
mn (rm(y)) = θmnrm(y) (A.0.3)

= 2 arccos

(
rm(y)− hm(y)

rm(y)

)
rm

where θmn is shown in Figure A.1, rm(y) =
√
r2
m − y2 is the radius of sphere m at

height y and where hm(y) is given in equation 4.4.23 by substituting rm(y) and rn(y)

for ri and rj . Define h as the height above the plane where the three spheres intersect

(see equation 4.4.57).

pi p j

pk

lijk
(i)2παi

θij

pi p j

pk

lij
(i ) θik

pi p j

pk

lik
(i)

Figure A.1: Illustration of l(i)ijk, l(i)ij , and l(i)ik .

First, we consider the case when lijk(0) is contained in the triangle tijk. Then an

alternative formula for the surface area, S(m)
ijk , m = i, j, k, is given by

S
(m)
ijk (X) = 2

∫ h(X)

0

l
(m)
ijk

(
y,X

)
dy. (A.0.4)

Note l(m)
ijk is both differentiable and integrable with respect to y and X . Define L(m)

ijk
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pi

y
Pr i=r i(0)

r i( y)

  

lijk
(i)
( y)

r i( y ) r j( y )

rk ( y)

0< y<h

  

lijk
(i)
(h)

r i(h) r j(h)

r k(h)

Figure A.2: The quantity ri(y) is the radius of the circle of intersection of sphere i with a plane y units
above P .

such that
∂L

(m)
ijk (y,X)

∂y
= l

(m)
ijk (y,X) (A.0.5)

.

Let ∇ be the gradient operator with respect to elements in X . Then

2∇S(m)
ijk = ∇

∫ h(X)

0

l
(m)
ijk

(
y,X

)
dy (A.0.6)

= l
(m)
ijk (h,X)∇h(X) +∇L(m)

ijk (h,X)−∇L(m)
ijk (0, X)

= l
(m)
ijk (h,X)∇h(X) +∇

(
L

(m)
ijk (h,X)− L(m)

ijk (0, X)
)
.

where the dependence of h on X in∇L(m)
ijk is suppressed to show that h is treated as an

independent variable in this term. As Sijk → 0, h→ 0+ which gives∇
(
L

(m)
ijk (h(X), X)−

L
(m)
ijk (0, X)

)
→ 0 and l(m)

ijk → 0. Thus

lim
Sijk→0

∇S(m)
ijk = 0, m = i, j, k. (A.0.7)
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Now we want to consider the surface areas of pi, pj , and pk as shown in d) as the

configuration approaches that of e) (See Figure A.3). Define h as before. Since the

  

e)d)

pi p j

pk

pi p j

pk

Figure A.3: Tertiary configurations d) and e).

entirety of∇S(k)
ijk is under the plane P + h we can use A.0.4 and A.0.6 with m = k. As

Sijk → Sij , the height h→ 0+ and we have

lim
Sijk→Sij

S
(k)
ijk = 0. (A.0.8)

Now, above the plane P + h, l(m)
ijk (y) = l

(m)
ij (y) for m = i, j. This gives

2
(
S

(m)
ij (X)− S(m)

ijk (X)
)

=

∫ h(X)

0

(
l
(m)
ij (y,X)− l(m)

ijk (y,X)
)
dy. (A.0.9)

Define L(m)
ij such that

∂L
(m)
ij (y,X)

∂y
= l

(m)
ij (y,X). (A.0.10)

Then

2∇
(
S

(m)
ij (X)− S(m)

ijk (X)
)

= l
(m)
ij ∇h(X) (A.0.11)

+∇
(
L

(m)
ij (h,X)− L(m)

ij (0, X)
)

−l(m)
ijk (h,X)∇h(X)−∇

(
L

(m)
ijk (h,X)− L(m)

ijk (0, X)
)
.

By sending Sijk → Sij , we have l(m)
ij (h,X)− l(m)

ijk → 0, and h→ 0 sends the∇L terms
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pk

pi p j

d) e)

p j
pi

pk

g)

p j
pi

pk

Figure A.4: Tertiary configurations d), e), and g).

to 0. Thus

lim
Sijk→Sij

(
S

(m)
ij − S

(m)
ijk

)
= 0 m = i, j. (A.0.12)

Next, we will consider the surfaces of pi, pj , and pk as shown in d) as the configu-

ration approaches case g) through case e) alternate (See Figure A.4).

The surface area, S(k), is given by

2S(k) =

∫ h(X)

0

(
lk(y,X)− lik(y,X)− ljk(y,X) + lijk(y,X)

)
(A.0.13)

with

2∇S(k) =
(
lk(h,X)− lik(h,X)− ljk(h,X) + lijk(h,X)

)
∇h(X)(A.0.14)

+∇
(
Lk(h,X)− Lk(0, X) + Lik(h,X)− Lik(0, X)

+Ljk(h,X)− Ljk(0, X) + Lijk(h,X)− Lijk(0, X)
)

As Sk → 0, we have
(
lk(h,X)− lik(h,X)− ljk(h,X) + lijk(h,X)

)
→ 0, and h→ 0+
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gives

lim
Sk→0

S(k) = 0. (A.0.15)

Now, above the plane P + h, l(m)
ijk (y) = l

(m)
ik (y) for m = i, j. This gives

2
(
S

(m)
ik (X)− S(m)

ijk (X)
)

=

∫ h(X)

0

(
l
(m)
ik (y,X)− l(m)

ijk (y,X)
)
dy. (A.0.16)

Then

2∇
(
S

(m)
ik (X)− S(m)

ijk (X)
)

= l
(m)
ik ∇h(X) +∇

(
L

(m)
ik (h,X)− L(m)

ik (0, X)
)

(A.0.17)

−l(m)
ijk (h,X)∇h(X)−∇

(
L

(m)
ijk (h,X)− L(m)

ijk (0, X)
)
.

By sending S(k) → 0, we have l(m)
ik (h,X)− l(m)

ijk → 0, and h → 0 sends the ∇L terms

to 0. Thus

lim
S(k)→0

(
S

(m)
ik − S

(m)
ijk

)
= 0 m = i, j. (A.0.18)

Quaternary proofs:

We can show ∇S(m)
ijkl → 0 for m = i, j, k, l as Sijkl → 0 in a similar manner as for

the tertiary case. Detailed proofs will not be presented here.
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Appendix B

Accuracy of Volume and Surface Area

Implementation

B.1 Overview

The program ’alphavol’ or ’mkalpha’ returns the alpha complex, volume, void volume,

outer surface area, void surface area, surface area contributions from individual atoms,

and the tetrahedra in the voids of a given molecule.

1. Tetrahedra in voids were checked using an alternate (slow and brute force) method

to locate the tetrahedra in the voids.

2. Total volume was estimated as follows: The program computes the smallest (with

a buffer region) box that contains all atoms in the molecule. Next, 10n uniformly

random points in this box are chosen and tested to see if they lie in the space filling

model (union of atoms). The volume of the box is multiplied by the fraction of

points in the space filling model to obtain a volume estimate.

3. Total void volume was estimated as follows: The volume of the void tetrahedra

are computed and then the “inside fringe” volume is subtracted using an estimate

as in 2. The number of test points for each tetrahedron is 10n/num_Tvoid where

num_Tvoid is the number of tetrahedra in the voids.
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4. Total surface area is estimated as follows: For a given atom, 10n/num_coords

uniform test points are generated on the surface of the sphere [27]. Each point is

tested to see if it is exterior to all other atoms. The surface area of the given atom

is computed and multiplied by the fraction of points outside the union of atom

interiors. This is done for each atom and the surface areas of each are summed.

5. Individual surface area is also estimated in a similar manner as the total sur-

face area. Further tests are performed on a given atom where the surface area of

the given atom is checked using 10n test points instead of 10n/num_coords test

points.

The alpha complex, outer surface area, and void surface area are not explicitly

checked. However, since the alpha complex is used in the volume and surface area

calculations, correct volume and surface area imply a correct alpha complex. The outer

surface area is found in ’alphavol’ by subtracting the surface area of the voids from the

total surface area. The same formulas are used in the void surface area and the total sur-

face area calculations, and the same simplices are involved in the void surface area and

void volume calculations. This means that correct total surface area and void volumes

imply correct void surface area and outer surface area.

B.2 Test 1: Increase Number of Test Points

A polypeptide which we call ’p25’ and which has 9 residues and 144 atoms was exam-

ined to test the correctness of the ’alphavol’ implementation. Each point was assigned

a radius using a parameter file which was derived from AMBER, and the weight is the

radius squared. The number n was increased from 3 to 11. The convergence of total

volume, void volume, and surface area estimates to analytic values are shown in Figure

B.1. The relative errors are shown in Figure B.2 The total runtime was about 3 hours

and 32 minutes.
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B.3 Test 2: Vary α

The test protein was a TRP-Cage construct, PDB identification code ’1L2Y’, which has

20 residues and 304 atoms. Each point was assigned a radius using parameters derived

from AMBER. The weight is the squared radius. First the volume and surface area

calculations were found using ’alphavol’. Then α was taken in increments of .4 from

−4.2 to 5 Angstroms. The number of test points for each file was 108. From Figure

B.3 we see that volume, surface area, and void volume estimates behave as expected

with respect to analytic quantities. The calculations for each value of α took about 15

minutes for a total of about six hours.

B.4 Test 3: Ten Different Structures

Ten structures from a HIV Protease molecular dynamics trajectory next used to text

accuracy of the ’alphavol’ implementation. Each structure has 198 residues and 3132

atoms and the total number of test points is 108. The testing took about three and a half

hours per structure for a total of 35 hours. The void volume estimates and ’alphavol’

values are close. The estimates and ’alphavol’ values for the total volume and total

surface area are not as similar as those found in test 2 (See Figure B.4) due to the fact

that HIV Protease is a larger molecule than the polypeptide ’p25’. The same data set

was studied with 109 test points. (See Figure B.5). Each set required about 35 hours of

computation.

B.5 Test 4: Atomic Solvent Accessible Surface Area

The individual atomic solvent accessible surface areas of the TRP-Cage construct, PDB

identification code ’1L2Y’, were tested with solvent weights of ws = 0 and ws = 10.

For each weight, estimates were calculated for 10n total test points with n = 5, 6, 7, 8, 9.

The molecule has 304 atoms which gives a total of 10n

304
test points per atom surface. The

surface areas for atoms with the largest errors at 10n

304
test points per atom were then
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estimated using 10n with n = 5, 6, 7, 8, 9 test points per atom.

For ws = 0 each of the atoms were exterior and had nonzero surface area while

for ws = 10 there were interior atoms with zero surface areas. For this reason, relative

differences are considered for ws = 0 and absolute differences are considered for ws =

10.

The relative differences between analytical and estimated surface areas for 10n to-

tal test points, n = 5, 6, 7, 8, 9, and ws = 0 are plotted in Figure B.6. The average,

maximum, and total relative differences for n = 5, 6, 7, 8, 9 are plotted in Figure B.7.

The atom number with the largest difference is plotted in Figure B.8. The fact that the

atom with the highest difference changes as a function of the number of test points is a

good indication that the error is due to numerical inaccuracies rather than error in the

analytical algorithm or implementation. Figure B.9 shows more accurate estimates for

the individual surface area of atom 251 which had the largest relative difference in the

test run with 109 total points. This difference is referred to as the ’previous difference’

and the further estimates have 10n test points, n = 5, 6, 7, 8, 9, for the individual atom.

Absolute differences between analytical and estimated surface areas for 10n total

test points with n = 5, 6, 7, 8, 9 and solvent weight 10 are shown in Figure B.10. The

average, maximum, and total absolute differences are plotted in Figure B.11. Figure

B.13 shows additional estimates for the atom with highest absolute error (See Figure

B.5).
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Figure B.1: Convergence of estimates to analytic values for polypeptide ’p25’.
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Figure B.2: Relative errors between estimates and analytic quantities.
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Figure B.3: Estimates and analytic values for various values of α.
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Figure B.4: Estimate and analytic quantities ten HIV protease structures.
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Figure B.5: Estimate versus analytic for 109 test points.
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Figure B.6: Relative difference between analytic and estimated surface areas for each atom in molecule
’1L2Y’ for solvent weight 0.
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Figure B.7: Average relative differences and maximum relative differences for individual atomic surface
areas and relative differences of total surface area for molecule ’1L2Y’ with solvent weight 0.

Figure B.8: Atom number with the highest relative difference for ’1L2Y’ with solvent weight 0.
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Figure B.9: Relative differences for n = 5, 6, 7, 8, 9 of atom with highest relative difference at n = 109

for molecule ’1L2Y’ and solvent weight 0.
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Figure B.10: Absolute differences between analytic and estimated surface areas for each atom in the
TRP-Cage for solvent weight 10.
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Figure B.11: Average absolute differences and maximum absolute differences for individual atomic sur-
face areas and absolute differences of total surface area for TRP-Cage molecule with solvent weight
10.

Figure B.12: Atom number with the largest absolute error for 10n, n = 5, 6, 7, 8, 9 total test points.
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Figure B.13: Absolute differences for 10n with n = 5, 6, 7, 8, 9 test points per atom for atom with highest
relative difference at 109 total test points for TRP-Cage solvent weight 10.
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Appendix C

Accuracy of Laguerre-Intersection

Implementation

C.1 Notation

Define the following quantities:

• LVi: Volume of the Laguerre cell of atom i

• LSi: Surface area of the Laguerre facets of atom i

• LIVi(w): Volume of the Laguerre-Intersection cell of atom i with solvent weight

w

• LISi(w): Surface area of the Laguerre-Intersection cell of atom i with solvent

weight w

C.2 Testing Laguerre-Intersection Volumes and Surface

Areas

First LIV (w) and LIS(w) were computed for all atoms in a tryptophan residue for

w = 0 and w = 1.4.
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C.2.1 LIV

Numerical estimates, LIVi_est(w, n), for LIVi(w) were found as follows:

1. 2n uniformly random test points were generated in the smallest box containing

Bw (Refer to Equation 3.1.1).

2. x /∈ Bw are thrown out

3. If x ∈ Bw its nearest power neighbor is found by looping through all elements in

Aw

4. Call ni the number of test points with atom i as its nearest power neighbor

5. Then LIVi_est(w, n) = ni
2n
V where V is the volume of the containing box

The quanitity LIVi_est(w, n), with w = 0 and w = 1.4, was computed for n = 17 :

29, and the maximum relative difference

max
pi(w)∈Aw

|LIVi(w)− LIVi_est(w, n)|
LIVi(w)

(C.2.1)

is plotted for all n in Figure C.1. For n = 29 the atom with the largest relative error

was located. The Laguerre-Intersection volume for this atom, call it pi(w), was again

estimated as follows:

1. 2n test points were generated in Bpi(w)

2. call ni the number of test points whose nearest neighbor is pi(w)

3. then LIVi_est(w, n) = ni
2n
V where V is the volume of the sphere Bpi(w)

The relative differences decreased from about 10−2 in the first test to 10−4 as shown in

the Figure C.2.
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Figure C.1: Maximum relative differences between estimated and analytic Laguerre-Intersection atomic
volumes.

C.3 LIS

The union of Laguerre facets of pi(w) is written as Lfi. Define

LfIi(w) = Lfi
⋂

Bpi(w). (C.3.1)

Let LfSi and LfISi(w) be the surface areas of these two sets, and let Si be the acces-

sible surface area of Bpi(w).

The Laguerre-Intersection surface area is the sum of two quantities:

LISi(w) = Si(w) + LfISi(w) (C.3.2)

The calculation of the accessible surface area, Si(w), has been tested extensively and

has shown to be correct. Our focus will be on checking LfISi(w).

As mentioned before, each Laguerre facet corresponds to an edge in the weighted

Delaunay tetrahedrization, T . We write the edge between atoms i and j, or more pre-

cisely, the line segment between p′i and p′j as eij . We call the corresponding Laguerre
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Figure C.2: Maximum relative differences between estimated and analytic Laguerre-Intersection atomic
volumes for the Hz2 and Hb2 atoms.

facet Lij which has surface area LSij . The Laguerre surface area of atom i is the sum

of the areas of the Laguerre facets corresponding to edges which contain p′i. That is

LSi =
∑
eij∈T

LSij (C.3.3)

A similar formula holds for LfIS with

LfISi(w) =
∑
eij∈T

LfISij(w). (C.3.4)

Since LfISij = 0 for eij /∈ Cw we may write

LfISi(w) =
∑

eij∈C(w)

LfISij(w). (C.3.5)

.

Numerical estimates, LfISi_est(w, n), for LfISi(w) were found as follows:

1. 2n uniformly random points were generated on the disc Lij
⋂(

Bpi(w)

⋃
Bpj(w)

)
.
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2. Call nij the number of test points whose nearest power neighbors are pi(w) and

pj(w) (recall that all points in Lij are equipowerdistant to pi and pj).

3. Then LfISij_est(w, n) =
nij
2n
D where D is the area of the disc.

4. And LfISi_est(w, n) =
∑

eij∈C(w) LfISij_est(w, n).

The maximum relative difference over all atoms for n = 17 : 24 is shown in the

Figure C.3 for solvent weights w = 0 and w = 1.4.

Figure C.3: Maximum relative differences between estimate and analytic LfIS quantities.

For n = 24 the atoms with the largest relative error were located. This was the atom

N for w = 0 and Cg for w = 1.4. The Laguerre facet Intersection surfaces for the

atoms were again estimated. This time the algorithm only looped over edges in C(w)

that contained the given atom. This allowed the maximum number of test points per

disc to be increased from 224 to 229. The relative differences decrease from about 10−4

in the first test to about 10−7 (See Figure C.4).
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Figure C.4: Maximum relative differences between estimate and analytic LfIS quantities for atoms N
and Cg.

C.4 Convergence of LI to L for Interior Atoms

The Laguerre-Intersection cell is a subset of the Laguerre cell,

LIi(w) ⊂ Li (C.4.1)

Let A′ be the set of p′i such that pi ∈ A. If p′i does not lie on the convex hull of A′, then

there exists a critical weight, Wi, such that

LIi(w) = Li ∀ w ≥ Wi. (C.4.2)

Let Ti be the set of tetrahedra in T (A) that contain p′i as a vertex. Write the size of

tetrahedron T as wT . Then

Wi = max
T∈Ti

wT . (C.4.3)

For points on the convex hull of A′

LIi(w)→ Li as w →∞ (C.4.4)
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Atom Ca Cb Cg Cd1 Ne1 Cd2
W 7.006 11.86 34.75 62.23 68.31 87.36

Table C.1: Atoms in test molecule with smallest critical weights.

The quantities LIVi and LISi are increasing functions of w. These quantities converge

to LVi and LSi for atoms interior to A′ as w increases.

To test this convergence the six atoms with the smallest critical weights, W , were

located (see Table C.1). The solvent weights were increased by increments of 5 A2

from 0 to 95. The weights between which LIVi and LISi became equal to LSi and

LVi are plotted in Figure C.5. When the weight increment is decreased, the bound

on the weights approaches the critical weight. The larger step size of 5 A2 is used to

demonstrate the convergence of LIi to Li for the atoms which have a relatively large

difference in critical weights.

Figure C.5: The critical solvent weight (blue) and solvent weights in 5 A2 increments between which
Laguerre-Intersection volumes and surfaces become constant.

Laguerre-Intersection volumes and surfaces are increasing functions of w. Figure

C.6 illustrates the monotonicity and the convergence of Laguerre-Intersection quantities

to Laguerre quantities for interior atoms.
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Figure C.6: Laguerre-Intersection volumes and surfaces for increasing values of w. Note that the quanti-
ties are monotonic with respect to w and converge to Laguerre volumes and surfaces.
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Appendix D

Figures for Optimization of Solvent

Parameter
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Figure D.1: Top two plots show error curves for the optimization of the solvent parameter for benzene
with respect to residual volume. Lower two plots show the optimization of solvent parameter with respect
to surface area.
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Figure D.2: Top two plots show error curves for the optimization of the solvent parameter for fullerene
with respect to residual volume. Lower two plots show the optimization of solvent parameter with respect
to surface area.
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Appendix E

Glossary

Π
Power product between two weighted points; Π(p, q) = |p′ − q′|2 − p′′ − q′′.

π
Power distance between weighted point and unweighted point; π(p, x′) = |p′ −
x′|2 − p′′.

ρT
Size of the simplex σT . Equal to the weight of the characteristic point xT .

σT
A simplex which is the convex hull of point centers in set T .

φ(p)
A map from R3 × R to R4; φ(p) = p = (p′, |p′|2 − p′′).

φ−1

Inverse function of φ.

A

A
Set of weighted data points (spheres) which represents atoms in a molecule.

A′
Set of data point centers; A′ = {p′ such that p ∈ A}.

Aα
Set of expanded points, Aα = {pα such that p ∈ A}.

A
The set A under the map φ.

Ai
Individual atomic surface area of atom i. May also be written as S i.
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B

Bα
Space filling model of Aα. Equal to

⋃
p∈ABpα .

Bp

The weighted point p can be thought of as a closed ball Bp with center at p′ and
weight p′′.⋂

BT

Intersection of balls represented by points in T .⋂
BTα

Intersection of balls in T that whose weights are expanded by α.⋃
BTα

Union of balls in T that whose weights are expanded by α.

C

Cα(A)
Alpha complex of A for α.

∂C
Boundary of the alpha complex C.

D

D
Displacement gradient.

E

eij
Edge connecting the centers of pi and pj .

F

FT
Surface area of the intersection of the Laguerre facet corresponding to simplex
σT with the interior of the alpha complex.

H

H(p)
Polar hyperplane of p. Equal to p∗.

H+

Space above the hyperplane H .

H−

Space below the hyperplane H .

H∗

Pole of hyperplane H .
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I

incT
The set of higher dimensional simplices that are incident to σT .

L

L(A)
Laguerre diagram of the data set A.

l(t)
Set of all weighted points that are mutually orthogonal to all p ∈ t where t is a
triangle. Equivalent to Xt.

l′(t)
Centers of points in the set l(t).

Li
Laguerre cell of atom i. Equivalent to Lpi .

Li(w)
Laguerre cell of pi(w) in A(w).

Lij
Laguerre facet corresponding to edge eij .

Lp
The Laguerre cell of p.

LIi(w)
Laguerre-Intersection cell of atom i or residue i (depending on the context) with
weight w.

LISi(w)
Surface area of LIi(w).

LIS
(i)
T

Contribution of the simplex σT to LISi.

LIVi(w)
Volume of LIi(w).

LIV
(i)
T

Contribution of the simplex σT to LIVi.

LSi
Surface area of the Laguerre cell of atom i or the Laguerre surface area of residue
i depending on the context.

LSij
Surface area of facet Lij .
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LVi
Volume of the Laguerre cell of atom i or Laguerre volume of residue i depending
on the context.

LVij
Volume contribution of the edge eij to the Laguerre cell of atom i.

N

nnbr_wdd+(t)
Nearest weighted Delaunay distance neighbor to triangle t in the halfspace P+.

P

P
Plane that contains triangle t. P+ and P− are the upper and lower halfspaces,
respectively.

p = (p′, p′′)
Weighted point (sphere) in R3×R with center p′ and weight (radius squared) p′′.

p′

Unweighted point or location in R3.

p′′

Weight or radius squared of point p. This can also be written as w.

p
The point p under the map φ.

p∗

Polar hyperplane of p. Equal to H(p).

pα
Expanded point pα = (p′, p′′ + α).

pi(w)
Expanded point that is equivalent to (pi)w.

P
(i)
T

Pyramidal volume contribution of σT to LIVi.

Q

q
Equal to the point r(p).

R

r(p)
Vertical reflection of p over the parabola X2.

S
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~S
Vector in which the ith element is S i.

S(A)
Surface area of the molecule represented by A.

S i
Accessible surface area of atom corresponding to point pi or equivalently the
contributions of atom i to total surface area S .

Sp
Boundary of the ball Bp.

ST
Surface area of the intersection of balls represented by points in T . Equal to
surf(

⋂
ST ).

S
(i)
T

The contribution of ST to S i.⋂
STα

Intersection of spheres corresponding to points in T whose weights are expanded
by α.⋂

SurfT
Intersection of the surfaces of balls represented by points in T .

T

T (A)
Weighted Delaunay (Regular) tetrahedrization of the data set A.

T
In Chapters 1-9, subset of A. We usually consider |T | ≤ 4. In Chapters 10-14, a
tetrahedron.

|T |
Number of elements in the set T .

Ta
Tetrahedron consisting of points in a triangle t and the point pa; Ta = {t, pa}.

t
A triangle.

V

V(A)
Volume of the molecule represented by A.

VT
Volume of the intersection of balls represented by points in T . Equal to vol(

⋂
BT ).

In Chapter 14, the volume of tetrahedron T .
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W

wdd
Weighted Delaunay distance.

X

X2

Parabola x4 = x2
1 + x2

2 + x2
3.

XT

The set of points which are equipowerdistant to all points in T .

xT
Characteristic point of the simplex σT . xT = (x′T , x

′′
T ) where x′T is the center of

the characteristic point and the weight x′′T is the size of the simplex.

xij
Characteristic point of the edge eij .
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