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applying to each one. Such constructions are limited to the sentential level and even 

overlap with syntactic constraints of the sort discussed in the next chapter; however, they 

are an important instance of the limited recursion of reference. 

In English, reflexive pronouns show a degree of asymmetry, with accusative and 

dative pronouns requiring the suffix -self, which is not always found on prepositional-

object pronouns used as locative adjuncts. 

(13) ACCUSATIVE: Hex saw himselfx. (Uhlmann 2009: 65) 
 

(14) DATIVE: Hex gave himselfx a false identity. (Wright 2003: 478) 
 

(15) PREPOSITIONAL OBJECT: Hex felt it within himx. (Major 2006: 113) 
 

English three centuries ago, however, featured a different distribution of reflexive 

prepositional-object pronouns with -self, as in  (16), and some of this can still be seen in 

English of the last century, as seen in  (17). 

(16) Hex that gives alms must do it in mercy… first feeling ity within himselfx. (Taylor 

1719: 248) 
 

(17) Nevertheless, the Lord has given manx the faculty of feeling ity in himselfx. 

(Swedenborg 1947: 71) 
 

In rare cases, prepositional reflexives with -self can even be found when multiple 

layers of center-embedded reflexivity co-occur, as in the sentence with an embedded non-

finite clause in  (18), though I personally find less awkward the sentence with an 

embedded finite clause in (19), taken from my field notes. 

(18) hex starts to kiss hery mouth, feeling [hery taste herselfy] on himselfx. (Antoni & 
Antoni 1997: 35) 

 

(19) Theyx should use the gun [shey killed herselfy with] on themselvesx.
6
 

 

                                              
6 From my field notes, originally overheard in a conversation between two café patrons 
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reference in that the latter allows for comprehension of complete thoughts which are 

abandoned and then revisited (ideally in a symmetrical fashion), just like what happens in 

center-embedded narratives like that of Inception. 

 
Figure 2.3d. Twenty-two levels of discontinuity in Memento (Aprahamian 2009). 

In Inception, a number of elements conspire to facilitate maintaining 

comprehension during the narrative center-embedding, one of the most notable being the 

color schemes which define each level of the narrative (Pond 2011: para. 5); however, the 

symmetry of the center-embedded narrative might also play an important role, and future 

studies should explore this question further. 

The data suggests that the unlimited nature of center-embedded discourse 

represents a lack of constraint of the sort seen with the foregoing phenomena. With this 

examination of discourse, what becomes clear is that reference operates at a level 

overlapping with yet autonomous of discourse. Certain attested limitations of reference 
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are found only at the level of discourse, yet they are distinct from other limitations of 

reference not involving discourse, as well as from other possible limitations of discourse 

not involving reference. 

 

2.6. Revevant Connectionist Models 

Appropriate to the types of discourse-related variable balancing surveyed in this 

chapter are connectionist models which measure the limitations on cross-dependencies 

(§2.3) and center-embedding (§2.2 & 2.4), among other types of variable-tracking tasks. 

Following the experiments of Bach, Brown, and Marslen-Wilson (1986) with 

human test-subjects, Joshi (1989) uses EPDAs (embedded push-down automata) to show 

that, while cross dependencies are somewhat less difficult than center embedding at two 

and three levels (p. 2), both types of tasks “cannot be instantiated for sentences 

containing more than three matched NPs and Vs” (p. 28). Christiansen and Chater’s show 

the same thing with SRNs designed to process cross-dependency recursion. 

Ultimately, in reference, there is not so much a dearth of applicable connectionist 

models as there is an absence of applying these models to processing the limitations of 

reference embedding and cross dependency as analogous extensions of the processing 

limitations in other areas of human language, as well as in other types of limitation 

patterns in general human cognition. 

 

2.7. Concluding Remarks on Reference 

As seen in the foregoing analysis, authors occasionally exploit he-said-she-said 

word games, journalists sometimes overuse respectively, and grammarians routinely give 

hypothetical examples with multiple arguments to highlight all of the available positions 
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for nominals. However, like other experts with cultivated skills, they are making use of 

intellectual devices that have limited applications, rather than making spontaneous use of 

inborn abilities that have universal applications. Performing these linguistic tasks is a 

highly cultivated skill, and those with the greatest understanding of these intricacies are 

aware of how they dazzle the layman. As such, the comic writer uses such cultivated skill 

to great effect for humor while the grammarian explaining causative verbs gives 

examples with multiple proper nouns to great didactic effect for illustrating how 

paradigms hypothetically work. 

Some are able to peer outside of the three-dimensional cubic life that we are 

physically and psychologically limited by so as to analyze the manipulation of greater 

numbers of variables, but this study is not about them; it is about the majority of humans, 

like those depicted in the New Yorker comic strip (1998), or those tested by Kinderman, 

et al. (1998), Du Bois (2003), and Croft (1995; 2007), whose minds are cognitively fine-

tuned to operate in a world bound by three dimensions. 

Various factors can conspire to further complicate variable-balancing tasks in 

reference, such as the task of processing embedded reference in (19) (repeated below for 

convenience) being additionally burdened by the interference of syntactic center-

embedding—see §3.1 below for a full discussion of this phenomenon and the processing 

burdens it entails. 

(19) Theyx should use the gun [shey killed herselfy with] on themselvesx. 
 

Any such sort of linguistic interference only increases the constraints already 

imposed by the cognitive limit of three dimensions; it does not alleviate them, just like 

the fact that wind-pressure complicates aviation does not negate the existence of gravity’s 
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3.1. Interdependent Structures in Center-Embedded Syntax 

Syntax is often cited in analyses claiming that the rules of recursivity are infinite 

or practically infinite (Pinker 2011: 8-9; Keenan & Moss 2004: 13-16). However, such 

discussions of nearly endless recursion generally refer to linear strings, such as (27). 

(27) Channel 4 News broadcasted pictures of the house [that was bought by the 
student [who is hosted by the university department [that is funded by your company 

[through which occurred the embezzlement [that was perpetrated by the clerks [who 
were employed by the bank [that recently burned down]]]]]]]. 

 

The visually tiered analysis of (27) in Figure 3.1a illustrates the fact that, in 

producing or processing a right-branching construction, the interlocutor can comprehend 

each embedded phrase as part of a continuous narrative, because each new clause 

depends on nothing more than the previous clause for reference.
8
 

      Channel 4 News broadcasted pictures of the house 

            [that was bought by the student 
                   [who is hosted by the university department 

                         [that is funded by your company 
                               [through which occurred the embezzlement 

                                     [that was perpetrated by the clerks 
                                           [who were employed by the bank 

                                                  [that recently burned down]]]]]]] 
Figure 3.1a:  A conceptual eight-tier hill, with progressively lower-level clauses, each of which is 

interpretable with reference only to its respective upper-neighbor clauses. 
 

In fact, such formulas as this, while far from typical in speech, are satisfactory 

and even appealing for purposes of telling stories in traditional songs, such as “The 

House that Jack Built” (Green 1899: 94), seen in (28), which was first published in the 

1600’s (Hazen 1992: 325) and likely goes back further (Smith 1849: 6). 

(28) This is the maiden all forlorn [that milked the cow with the crumpled horn [that 
tossed the dog [that worried the cat [that killed the rat [that ate the malt [that lay in the 

house [that jack built]]]]]]]. 
 

                                              
8  The fact that such narratives are related backwards in time does not seem to affect their 

comprehensibility; however, further tests could demonstrate a difference (or lack thereof) between forward 
and backward narration at the extra-sentential comprehension. 
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parsed at one point in real time, when the variables are being balanced, a process quite 

distinct from event memory. 

Pinker (1995) seems to agree that “What boggles the human parser” is a certain 

“kind of memory” and even adds that the “the human sentence parser” has trouble 

leaving off in the middle of a clause, “intending to get back to it” (p. 207). However, he 

goes on to claim that the human cognitive faculty does not keep track of “currently 

incomplete phrases in the order in which they must be completed” but instead keeps track 

of how many different types of verbs are on the right side of the valley, and if two of 

them are of the “identical type of phrase… there is not enough room on the checklist for 

both numbers to fit, and the phrases cannot be completed properly” (p. 207). 

There are three problems with Pinker’s hypothesis. First, as seen in the contrast 

between (27)ʺ, (27)ʺʹ, and (27)ʺʺ, two verbs of identical morphophonological structure 

and valence can vary in acceptability contingent upon intonational characteristics. Second, 

Pinker fails to show that his master checklist can support more than three variables, 

provided that no two levels contain the “identical type of phrase” (p. 206). Finally, a 

problem that both he and Blaubergs and Braine (1974) fail to explain is the difference 

between variable balancing and memory of narratable events. 

 

Conventionality and intonation 

Pinker’s position is not fully novel. Bolinger’s (1971) earlier work on this topic 

does not propose a master checklist in the mind that keeps track of similar types of verb 

phrases, but like Pinker, he claims that, when the VP chain at the right-side of the valley 

comprises diverse VP types, there is greater intelligibility (p. 29). For example, while  (35) 
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with two simple verbs at the right-side of the valley is less readily intelligible,  (36) with 

differentiated VP types at the right-side of the valley is more readily intelligible (p. 29). 

(35) # The catx [that the dogy bity] ranx… 
 

(36) The catx [that the dogy bity] ran awayx… 
 

The observations about intelligibility may be factually accurate, but like Pinker, 

Bolinger does not note that conventionality and intonation breaks brought about by such 

embedded phrases play a significant part in the intelligibility of such embedded sentences. 

For example, while  (37), according to Bolinger’s estimation, is only marginally 

acceptable,  (38) is quite indisputably clear, despite that both  (37) and  (38) have no 

differentiation in the consecutive verb types. 

(37) # The catx [(that) the dogy bity] ranx… 
 

(38) That guyx [(that) youy knowy] leftx… 
 

The determining factor is, in accordance with Croft’s (1995) observations (p. 872), 

a prosodic one, in that  (37) features an intonation break while  (38) does not. This is 

distinct from Pinker’s “master list,” which seeks out differentiation. The differentiation of 

sequential sound segments, like prosody, is indeed a factor which can compound the 

limitations of the already-present variable tracking task, since the repetition of similar 

segments puts an extra burden on the interlocutor’s mind in the same way that repeating 

identical syllables prompts haplology (see Chapter 1 above & Chapter 5 below). 

An additionally attested processing burden is that of object-relativizing 

markedness (as opposed to subject-relativization unmarkedness) in English and other 

European languages: “Double relativization of objects (The rat the cat the dog chased 

killed ate the malt) does not occur” (Karlsson 2007: 2). This could be attributed to the 
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shift to a marked OSV word order in relative clauses, which notably differs from the 

unmarked SVO order of the languages examined. There could very well be additional 

reasons for the difficulty of these constructions, but they would only compound the 

processing problems posed by OSV word order, not alleviate them. 

Rather than focus on differentiation, like Pinker does, Bolinger entertains the 

hypothesis that three variables might be the cognitive limit of sentence formation and 

parsing, but then he goes on to fabricate a four-variable center-embedded sentence, as 

seen in  (39), which he deems “not deviant” provided that “the prosodic disjunctures are 

properly handled”; however, such a structure never appears in any of the above-noted 

corpora, most likely because it is an intellectual fabrication which, while parsable through 

study, does not constitute part of the natural world. 

(39) * The one timex [that the only cary [any dealerz [Iw could findw] wasz willing to 
guarantee] turnedy out to be a Ford], wasx when I was hunting around second-

hand places in Phoenix … 
 

Bolinger’s claim then that four-variable sentences would simply “not occur often” 

is a misleading understatement about a sentence type which, as noted above, does not 

appear in the extensive corpora studies by Karlsson (2007), any of the SOV data studied 

by Babyonyshev & Gibson (1999), the spoken English data of Croft (1995), or in the 500 

years of recorded English media for commonplace nouns like person, man and boy 

discussed herein. 

The data suggests that limitations on the center-embedding of clauses represent a 

hard constraint, in that no reliable data shows more than three levels of interdependent 

variables produced or processed in natural language usage. Like the variable-balancing 

tasks for reference in the preceding chapter, the variable-balancing task of center-
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embedding clauses involves three interdependent variables that must be dealt with 

simultaneously at the peak cognitive point of reaching the third variable. While this sort 

of syntactic center-embedding in language is the most common and certainly the most 

routinely analyzed, it is not the only type of center-embedding at the syntactic level. 

 

3.2. Center-Embedding in Noun Phrases 

While the most discussed instances of center embedding involve verb phrases, 

center-embedded noun phrases are subject to the same limitations. Hudson (1996) notes 

that, in Classical Greek, three levels of interdependent variables are found, as seen in (40), 

but nothing beyond this. 

(40) « τὸ τῆς τοῦ ξαίνοντος τέχνης ἔργον » (Plato, Politicus 281a) 

[t·o x           [tês y            [t·û z ksainont·os z]                       tekhn·ês y]                erg·on x] 

[the·ACC♀
♂

x [the·GEN♀ y [the·GEN♂ z wool-carder·GEN♂ z] technology·GEN♀ y] 

work·ACC♀
♂

x] 

‘the work of art of the wool-carder’ 
 

At the peak cognitive point of reaching the z-value [tûz […]], the interlocutor has 

the task of dealing with this variable and interpreting it with relation to the y-value [têsy 

[…]] and the x-value [tox […]], thus interpreting a maximum of three interdependent 

variables, one being manipulated and two others being simultaneously recalled in 

anticipation of their complements. 

The visually tiered analysis of (40) in Figure 3.3a illustrates the fact that the 

interlocutor must conceptually hop between the different sides of a valley, with walls 

consisting of incomplete thoughts, whose complement is equi-level on the opposite side. 

Level X [tox ergonx…] 

Level Y       [têsy tekhnêsy]      

Level Z  [tûz ksainontosz] 
Figure 3.3a:  A conceptual three-tier valley, with walls consisting of incomplete thoughts, whose 
complement is equi-level on the opposite side. 
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(44) « י   (Genesis 47:9) « ימְֵי֙ שְניֵ֙ חַיֵֵּ֣י אֲבתַַֹ֔
yəmey šəney ḥyey ʾaƀōŧ   ·ay 

day      year   life    fathers·1SG 
‘the days of the years of the lives of my (fore)fathers’ 

 

DP    
    

Dʹ    
    

N  NP  

yəmey    
 DPʹ  Nʹ 
    

 Dʹ  yəmey 
    

N  NP  
šəney    

 DPʹ  Nʹ 
    

 Dʹ  šəney 
    

N  NP  

ḥyey    
 DPʹ  Nʹ 
    

 Dʹ  ḥyey 
    

N  NP  
ʔaƀōŧ    

 DP  Nʹ 
    

 ay  ʔaƀōŧ 
 

 

Given that Classical Hebrew and Arabic are harmonically head initial in all ways, 

the possessed head must always follow the possessor dependent, as no other word order 

could possibly exist. There is no reason a language as harmonically aligned as Classical 

Hebrew or Arabic, which both have so much cross category consistency and are either 

twinned or mirrored by languages all over the world should have to be subjected to this 

type of analysis, simply to appease the movement-based claim that English’s head-final 

possessor is a universal of head-initial languages, which it clearly is not. The fact that 

center embedding of the sort seen in (44) is proven not to exist anywhere in human 

language, however, shows that this movement-based grammar derivation is not only 
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uneconomical but unprocessable, given the enormous burden of tracking eight 

interdependent variables. 

As each dependent possessor is added to the head noun above it, the conceptual 

valley between the proposed moved head’s origin and destination widens, and in addition 

to (a) the inelegance of this derivation, (b) the lack of empirical proof of such a base-

generated position, (c) its lack of correspondence with harmonic norms, it also proposes 

infinite central embedding, which is impossible in any human language beyond three 

variables (Karlsson 2007; Babyonyshev & Gibson 1999), and (d) as Hawkins (1983) 

demonstrates, there is not a language we know of, which is fully harmonically head-

initial but varies only with regards to the alignment of a possessor dependent preceding 

its possessed head (pp. 283, 286). In other words, in harmonically head-initial and head-

final languages, any element can break ranks and initiate a shift in alignment, but the G|N 

alignment will not move unless something else does first (pp. 282-290). 

According to the movement-based grammar view, the problem with center 

embedding is one of performance, not competence (Miller & Chomsky 1963; Miller & 

Isard 1964). Accordingly, the grammar can generate center embeddings of arbitrary 

depths, but they simply cannot be processed. Since, in the Genesis-47:9 example in  (44), 

what the speaker processes is the surface form (which does not have center embedding) 

there does not seem to be a problem for center embedding at a deeper level of 

representation. 

However, it is the very claim that the mind performs these operations before a 

sentence is uttered which is significant. According to movement-based grammar theories, 

branches cannot be crossed (Carnie 2013: 16), which means that, while the movements of 
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the Genesis-47:9 variety are taking place, the human mind must minimally keep track of 

all of the branches that are not being crossed, hence juggling the same number of center-

embedded variables that one would be dealing with in an overt case of center embedding.  

To top this off, it is notable that this unseen movement is not paralleled (even in 

diminished form) in overt movement in the languages where Chomsky claims it takes 

place. Even in English, the instances of what could legitimately be called overt 

movement rarely coincide with one another (in highly contrived constructions), and in the 

rare cases when they do, there are never even three of them at the same time, let alone 

more than three. For example, Beans I love; toast I don’t could be seen as an instance of 

“movement” in English, as could “wh-movement,” but the two never occur together: 

*How beans I love? (how) toast I don’t? OR *How beans do I love? How Toast don’t I? 

Of course, this is all just an elaboration on the fact that a left-branching SPEC for 

head-initial languages is empirically seen to exist in zero of Hawkins’ 336 languages 

(1983: 282-290), thus making it anything but “universal.”  It is simply the fact that 

multiple measurable phenomena militate against the Chomskyan idea of phrase 

movement to SPEC. 

The resistance of the noun-genitive alignment to shift until other elements have 

shifted is not accidental. For one, there is no clear G|N dominance pattern (Greenberg 

1963: 60-61; Croft 2003: 61). The reason Hawkins gives, however, is that G|N 

relationships consist of two words of the same category and thus listeners could only 

process such a break from harmony if there were at least one other precedent of 

disharmony in the language (personal discourse, 2008). Indeed, this is the only existing 

alignment pair consisting of two elements from the same category appearing in the 
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harmony and dominance analyses of Greenberg (1966), Hawkins (1983) or Croft (2003: 

75). And if all noun modifiers in a language are, for instance, head-initial and a speaker is 

to interpret a pair of nouns, there is no motivation to interpret them as head-final. This is 

clearly the case with asyndetic constructions, as well as with syndetic constructions 

employing head-final linking particles like the •’s clitic, the postpositional nature of 

which definitively breaks ranks with the head-initial nature of prepositions. 

Any research operating without information on variable-balancing constraints 

runs the risk presupposing endless center-embedding of the sort discussed in this section. 

What matters most is that hypotheses about what human language can do be guided by 

data patterns showing where recursivity in human language breaks down. Linguistic 

formalism which revisits the goals of the Chomksyan program, but does so armed with 

empirical information about the three-dimensional cap on human variable-balancing tasks, 

could potentially put together a formal model of language which accounts for human 

language at the universal level which Chomsky and his successors originally aimed for. 

The data suggests that the limitations on movement-induced center-embedding 

represent a hard constraint, in that no reliable data shows more than three levels of 

interdependent variables produced or processed in natural language usage. The relative 

rarity of genuinely attested movement (as opposed to hypothetical movement from a 

deeper structure to a more surfacy structure) suggests that there is little opportunity for 

multiple types of movement even to coincide. Of critical importance is that an 

understanding of this unifying constraint on variable-balancing tasks in language and 

especially of how it applies to center-embedding phenomena rules out hypotheses about 

human language employing unconstrained levels of center embedding. 
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3.4. The Cross-Dependency Recursion in Interdependent Syntax 

While the structure of syntactic cross-dependency constructions is distinct from 

center-embedded constructions, it involves an analogous variable-balancing task and 

consequently shares a limitation on the number of interdependent variables. 

The cross-dependency of Dutch, as seen in the two-variable construction of (45) 

and in the three-variable construction of (46), is much like the English respectively 

constructions discussed in §2.2 above, in that the first item of the first set corresponds 

with the first item of the second set, while the second item of the first set corresponds 

with the second item of the second set, etc. (Christiansen & Chater 1999: 162)—co-

referential strings appear in boxes for emphasis. 

(45) Jantje heeft de lerares de knikkers   | helpen opruimen. 

Jantje hasx the teacher the marblesy | helpx collect upy. 

‘Jantje helped the teacher collect up the marbles’.  
 

(46) Aad heeft Jantje de lerares de knikkers     | laten helpen opruimen. 

Aad hasx Jantjey the teacher the marblesz | letx helpy collect upz. 

‘Aad let Jantje help the teacher collect up the marbles’. 
 

At the peak cognitive point of reaching the z-value ‘the teacher the marbles’z, the 

interlocutor has the task of dealing with this variable and interpreting it with relation to 

the y-value ‘Jantje’y and the x-value ‘Aad has’x, thus interpreting a maximum of three 

variables (Bach, Brown, & Marslen-Wilson 1986: 249), one being manipulated and two 

others being simultaneously recalled in anticipation of their complements. 

The data suggests that the limitations on syntactic cross-dependency represent a 

hard constraint, in that no reliable data shows more than three levels of interdependent 

variables produced or processed in natural language usage. On the one hand, syntactic 

cross-dependency is analogous to cross-dependent reference, while, on the other hand, it 
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operates at the syntactic level like syntactic center-embedding does. What these 

intersecting phenomena share is a common variable-balancing task limited by the three-

dimensional constraint that appears to rein in human language structure at multiple levels 

of analysis. 

 

3.5. Other Limitations on Interdependent Syntax 

Garden path sentences provide yet another blind spot which reveals limitations of 

human language processing similar to those of the center-embedding and cross-

dependency varieties analyzed above. As Croft (1995) notes, “garden-path sentences are 

sentences that native speakers tend to misparse, producing an incorrect analysis” (p. 873). 

In constructions with such grammatically ambiguous beginnings, not only the meaning 

but even the category of polysemous words can vary depending on which words follow 

them. Croft gives the examples seen in  (47)- (49). 

(47) The horse raced past the barn fell. 

*[NP V PP] vs. [NP RCp V]. 
 

(48) The patient persuaded the doctor that he was having trouble with to leave. 
*[NP V NP that + Sʹ] vs. [NP V NP that + RC VPi]. 

 

(49) I told the boy the dog bit Sue would help him. 

*[NP V NP Sʹ] vs. [NP V NP RC Sʹ]. 
 

Croft notes that sentences with ambiguous beginnings, moreover, tend to the 

simplest (i.e. typologically least marked) interpretation of the first words, even when such 

an interpretation is disjoint with the rest of the sentences (1995: 874); for example, the 

interpretation of raced as a past-tense verb of the subject horse is less marked than its use 

as a participle of an asyndetic relative clause preceding a delayed verb like fell. Similarly, 

in the classic example of (50), since the first sentence establishes flies as a verb and like 
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as a preposition, the second sentence initially tends toward that interpretation of flies and 

like simply to follow the parallelism set out by the first sentence, until the meaning makes 

clear that flies here makes more sense as a noun and like makes more sense as a verb. 

(50) Timew fliesx likey an arrowz; fruitw fliesx likey a bananaz. 
 

Example  (50) contains the minimal elements required to confuse a reader. Since 

the first clause Time flies like an arrow in  (50) relies on an understanding of all four 

words to interpret a single one, it goes beyond the human ability to interpret more than 

three interdependent variables, creating an unexpected result for the following clause 

Fruit flies like a banana which can only be correctly reparsed in retrospect as Fruitflies 

like a banana with fruitflies understood as a compound noun, rather than the subject fruit 

noun followed by the tensed verb flies. 

The humorous blunders that humans make when reading garden-path sentences 

are based on the way language is comprehended, linearly, with only inferential cues 

given about what sort of word(s) will follow. 

Using a computational parsing model called Parsifal, Marcus (1979) demonstrates 

that garden paths are difficult to identify because the parser must process a core word 

(such as a subject, verb, or verbal complement) in the context of the words which 

immediately follow it. In other words, a subject like horse is processed interdependently 

with the following words. The parser has to decide what to do at each point based upon a 

limited look ahead involving three constituents, as the meaning of one core word is based 

on the meaning of all of them. 

According to the present model, at the peak cognitive point of reaching the z-

value the barn, the interlocutor has the task of dealing with this variable and interpreting 
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it with relation to the y-value past and the x-value raced, thus interpreting a maximum of 

three interdependent variables, one being manipulated and two others being 

simultaneously recalled in anticipation of their complements. Thus, assuming that raced 

is the first in a string of three constituents processed interdependently (the other two 

being past and the barn), the verb fell lies beyond the range of interdependent processing 

with raced, and as such plays no part in the initial parsing of raced. 

As Church (1980) notes, “all the garden path sentences [discussed in his work] 

would require a four constituent look ahead to disambiguate correctly,” and, as such, the 

parser’s “three constituent limit” appears to provide “a very good description” (1980: 

19).
16

 

The data suggests that the limitations on processing garden paths approximate a 

hard constraint, in that data shows confusion with more than three levels of 

interdependent variables processed in natural language usage; however, familiarity with 

certain types of ambiguous constructions might have an effect which soften this 

constraint in ways not yet explored in any of the literature surveyed in the present work. 

Garden-path constructions that complicate the syntactic parsing task reveal a constraint 

on human variable-balancing skills, analogous to the foregoing phenomena of embedding 

and cross-dependency tasks, which share a common constraint of dealing with three 

interdependent variables. 

  

                                              
16 Neither Church, nor his sources like Marcus (1979), nor Croft (1981) address the shorter garden-paths 

like The old man the boats. Such studies have yet to demonstrate how much easier a phrase is to process 
than the others. 
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3.6. Three-Dimensional Constraints on Introducing New Information 

Given the cognitive limit of balancing three interdependent variables, it is not 

surprising that syntactic constructions tend to encode entities previously introduced in the 

discourse through closed-class marking, such as pronominal affixes or clitics, rather than 

introducing new entities, as this intersecting complication adds a further cognitive burden. 

In fact, sentences, regardless of the number of constructions they comprise, rarely 

introduce even two new entities into the discourse with full open-class nouns (Croft 1995: 

859; Croft 2007: 20), and the introduction of more than two new entities is so rare as to 

be non-existent in Croft’s samples. 

While it is true that languages can have analytical causative forms of verbs like 

help or make followed by a clause, as seen in (51), or synthetic causal forms like give,
17

 

as seen in (52), they too are limited by the same constraints on introducing multiple 

entities, and most of the participants in the action are encoded through closed-class 

marking. 

(51) Help me help you make next year the very best. (Piranian 1966: 34) 
 

(52) It gave me a cold. (Hutchinson 1884: 276) 
 

It is doubtful, moreover, that there even exists statistically significant corpus-

based evidence of even three entities introduced into the discourse with full open-class 

nouns, despite how compelling descriptive and didactic grammar books are with their 

attempts to fill all the possible slots of a complete paradigm. 

As noted in §2.4 above, the introduction of new grammatical arguments is highly 

constrained in natural language use, which is why syntactic forms of causativity are so 

highly constrained in natural-setting usage across languages, just as morphological forms 

                                              
17 In its two meanings of ‘make have’ or ‘make go to’ (Green 1973; Oehrle 1976; Goldberg 2006). 
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of causativity are so highly constrained in form across languages, keeping in mind that 

morphological form is merely a fossilized form of earlier syntactic usage. The following 

discussion of constraints on the nuclei of syntactic constructions addresses an intersecting 

set of phenomena which suggests ways in which formalized models of grammar might 

approach accounting for soft constraints on new information. 

The data suggests that the limitations on introducing new information represent a 

soft constraint rather than a hard one since speakers involved in dialog with each other 

can transgress this limit (even without pen and paper); however, the fact that corpora 

show this pattern to numerically correlate with the hard constraints constituting the bulk 

of the present work makes it merit inclusion in this discussion. 

 

3.7. Three-Dimensional Constraints on the Nuclei of Syntactic Constructions 

According to theories of construction grammar, constructions may have other 

constructions nested within them (Croft 2001). However, simple non-nested 

constructions are limited in their complexity; for example, none of the individual 

constructions cataloged in Goldberg (1995) go beyond balancing three variable branches 

of a construction nucleus; accordingly, the following is proposed for a sentence like He 

ate figs in Figure 3.7a. 

SIMPLE CONSTR. 

He ate figs. 

 
  

 

Figure 3.7a: A simple construction. 
 

Hex  

atey  figsz 
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At the peak cognitive point of reaching the z-value figs, the interlocutor has the task of 

dealing with this variable and interpreting it with relation to the y-value ate and the x-

value He, thus interpreting a maximum of three variables, one being manipulated and two 

others being simultaneously recalled in anticipation of their complements. 

In complex constructions, the nested construction is dealt with independently, and 

it as a bundle is treated as a variable in the construction wherein it is nested. A nested 

construction would thus look like It gave me a cold in Figure 3.7b. 

NESTED CONSTRUCTION 
It gave me a cold. 

 
  
  
    

 

Figure 3.7b: A nested construction. 
 

At the peak cognitive point of reaching the z-value me (get) a cold, the 

interlocutor has the task of dealing with this variable and interpreting it with relation to 

the y-value made and the x-value It, thus interpreting a maximum of three variables, one 

being manipulated and two others being simultaneously recalled in anticipation of their 

complements. Within the nested phrase me (get) a cold, at the peak cognitive point of 

reaching the c-value a cold, the interlocutor has the task of dealing with this variable and 

interpreting it with relation to the y-value get and the x-value me, thus interpreting a 

Itx 

madey  

(get)b  

mea 

a coldc  

z 
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attested exceptions in media meant to be understood; only contrived exceptions by 

linguists are routinely observed. 

Various factors can conspire to further complicate variable-balancing tasks in 

syntax, such as the task of processing syntactic center-embedding in (40) (repeated below 

for convenience) being additionally burdened by the interference of distributed case 

marking—see §4.3 below for a full discussion of this phenomenon and the processing 

burdens it entails. 

 (40) « τὸ τῆς τοῦ ξαίνοντος τέχνης ἔργον » (Plato, Politicus 281a) 

[t·o x           [tês y            [t·û z ksainont·os z]                       tekhn·ês y]                erg·on x] 

[the·ACC♀
♂

x [the·GEN♀ y [the·GEN♂ z wool-carder·GEN♂ z] technology·GEN♀ y] 

work·ACC♀
♂

x] 

‘the work of art of the wool-carder’ 
 

Again, however, such interference only increases the constraints already imposed 

by the cognitive limit of three dimensions; it does not alleviate them. What is clear is that 

the human mind is pushed to its limits with any individual three-dimensional juggling 

task, and thus working with multiple simultaneous three-dimensional juggling tasks. The 

human mind, like a computer’s CPU, is capable of multitasking, but as with a computer, 

too many oversized processes at once can overburden the CPU and compromise all 

functions, which is why it is not common to solve math problems while simultaneously 

playing the piano and debating someone about politics. The next section examines 

morphological complications like those of (40) in isolation and examines parallels 

between variable-balancing tasks at that level of analysis and those explored in this 

chapter. 
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4. Three-Dimensional Constraints on Interdependent Structures in Morphology 

… we will proceed with our anti-anti-missile missile plan, which will knock any anti-missile 

missile you develop out of the sky… 
– (Art Buchwald 1966: para. 5) 

 

Morphology is the second smallest unit of language bound by the same three-

dimensional constraints on processing as are the larger levels of reference and syntax and 

the smaller units of phonology. What the various types of constructions analyzed in this 

chapter all have in common is constructions which, while phonologically parsable, 

cannot be interpreted at the word level without reference to the interdependent 

morphology that shares embedded constructions with them and determines which level of 

syntactic embedding they occupy. 

Literary styles are seen to permit recursion to skirt the cognitive limits of these 

constructions, but while such literary creations are analyzable with pen and paper, they 

are generally difficult to interpret in auditory uses of language, as seen from their near 

absence from spoken language. Recursion can be seen transcending these limits in meta-

linguistic analyses, generally concocted by linguists or cognitive psychologists 

attempting to understand constraints on human comprehension. 

Attention is also given to appeals made in earlier literature to the concept of 

human rationality as an explanation of the limitations on recursion. Accompanying this is 

a discussion of how memory tasks are distinct from variable balancing tasks, despite the 

common use of “memory” to refer to both types of phenomena. Consideration is finally 

given to literature on connectionist models which apply to the phenomenon under 

analysis. 
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4.1. Three-Dimensional Constraints on Affixing 

Morphology is occasionally cited in analyses claiming that the rules of recursivity 

are infinite or practically infinite (Pinker 1995: 129-130). However, such discussions of 

nearly endless recursion generally refer to linear strings, such as the examples given by 

Pinker (1995: 135), in  (53), where he adds suffixes to the stem Darwin. 

(53)  a. Darwin  

 b. Darwinian  

 c. Darwinianism  

 d. Darwinianisms  

 

Pinker (1995: 129) even makes a point of showing that there is no limit to word 

length or morpheme number, in  (54), by adding suffixes to the already long base of 

floccinaucinihilipilification. 

(54)  a. floccinaucinihilipilification  

 b. floccinaucinihilipilificational 

 c. floccinaucinihilipilificationalize  

 d. floccinaucinihilipilificationalization  

 

Linear (non-interdependent) recursions, like those of (53) and (54), can be 

impressively long in length since processing the derivation at hand is not contingent on 

processing previous steps of earlier derivations; the -ation ending is easily understood to 

be the nominal form of the redundantly (intentionally) overlength base of 

floccinaucinihilipilificationalize- (even with no understanding of what the base actually 

means), on the patterns of much smaller pairs like realiz(e)- and realization. 

In contrast, embedded (interdependent) recursions, like those of (55) Buchwald 

(1966), are clearly not limitless since processing difficulties become apparent after the 

first circumfixation occurs. 

(55)  a. anti-missile missile 

 b. ? anti-anti-missile-missile missile 
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 c. ?? anti-anti-anti-missile-missile-missile missile 

 d. ??? anti-anti-anti-anti-missile-missile-missile-missile missile 

 

The visually tiered analysis of (55) in Figure 4.1a illustrates the fact that the 

interlocutor must conceptually hop between the different sides of a valley, with walls 

consisting of incomplete thoughts, whose complement is equi-level on the opposite side. 

Level X  missilex] 

Level Y [anti-y missiley]    
Level Z       anti-z missilez 
Figure 4.1a:  A conceptual three-tier valley, with walls consisting of incomplete thoughts, whose 

complement is equi-level on the opposite side. 
 

At the peak cognitive point of reaching the z-value [anti-z … missilez], the 

interlocutor has the task of dealing with this variable and interpreting it with relation to 

the y-value [anti-y […]] and the x-value a noun which still has not been heard yet—in 

Buchwald (1966), the noun portion of this construction consisted of either missile or 

plan—thus interpreting a maximum of three variables, one being manipulated and two 

others being simultaneously recalled in anticipation of their complements.  

 

Memory vs. Variable Balancing 

Pinker claims that “a chaining device” cannot process embedded words like antix-

[antiy-[missilez]-missiley] missilex, “because it has forgotten the pieces that it laid down at 

the beginning of the long word by the time it gets to the end,” but then he goes on to 

claim that this is possible with a “word structure grammar (a phrase structure grammar 

for words) that can embed a word in between an anti- and its missile” (p. 130), not 

recognizing that no natural mechanism of human language can actually process such 

embeddings without the aid of writing, since it is not a memory-related task at all but one 

of balancing interdependent variables. 
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It should be noted that this particular variable-balancing task is also burdened by a 

phonological problem of the sort discussed in Chapter 5, since the string of prefixes and 

suffixes equally suffer from additional problems of homophony. 

 

Rationality 

The limits on the recursive building up on of an antix-[missiley] missilex complex 

fall within the purview of both Chomsky’s claim about the rational decision that speakers 

make to not center-embed more than they contextually need to (as discussed in greater 

detail in §3.1). Again, what such a claim fails to address is why an irrational person 

would not have the cognitive ability to transcend the three-dimensional limitations, which 

rein in all human speech alike, and or why, when such limitations are transcended with 

for analytical purposes pen and paper (such as his own work on the topic), this is 

accomplished by someone at least rational enough to cultivate analytical thinking. 

 

Pen & Paper 

The pen-and-paper nature of the counting-game is consciously acknowledged in 

Buchwald’s parody about antin-misslen missiles, which discusses countering missiles with 

an antix-[missiley] missilex, which can itself be countered with an antix-[antiy-[missilez]-

missiley] missilex, which can in turn be countered with an antiw-[antix-[antiy-[missilez]-

missiley]-missilex]-missilew. Ultimately, the dialog degenerates into a counting game with 

comments such as, “You’re betting six antis and seven missiles against my four anti’s 

and five missiles?” (1966: para. 9). Such a counting game is only possible when 

observing the words on paper, as part of a game that the author is playing with his readers. 
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Pinker (1995) too notes the need to “keep track of all the anti’s at the beginning of 

the word so that it can complete the word with an equal number of missile’s, plus one, at 

the end” (p. 130), acknowledging the meta-linguistic task at hand, which is inherently a 

task of written language.
18

 

In cases where morphological repetition is used in actual language, it is generally 

conventionalized through the process of recoding, which Miller (1956) defines as 

“grouping or organizing the input sequence into units or chunks.” Accordingly, the 

counting tasks involved in the composition of certain words can be circumvented by 

language users who simply learn them as words, without directly counting them; however, 

the opportunity to count their parts is available for those with recourse to the written 

word and analysis thereof. 

One notable example involves word for the musical note a quaver (an 8
th
 note), 

which, with the addition of the prefix semi- ‘half’, becomes a semiquaver (a 16
th
 note), 

which in turn, with the addition of the prefix demi- ‘half’, becomes a demisemiquaver (a 

32
nd

 note), which in turn, with the addition of the prefix hemi- ‘half’, becomes a 

hemidemisemiquaver (a 64
th
 note), all stages of which are exemplified in  (56), with 

marked morpheme boundaries. 

(56)  a. quaver  

 b. semi·quaver 

 c. demi·semi·quaver 

 d. hemi·demi·semi·quaver 

 

Similarly, the pattern resulting in stress at the end of a word is known as ultimate 

stress, which, with the addition of the prefix pen- ‘almost’, becomes a penultimate stress, 

                                              
18 In The Language Instinct, Steven Pinker attributes the exchange described in this 1960s parody to a real-

life exchange between the critics of 1980s president Ronald Reagan and the engineers working on his Star 

Wars program (1994: 130). The dialog cited above was actually published by Buchwald two decades 
before Reagan became president and three decades before Pinker wrote about it. 
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which in turn, with the addition of the prefix ante- ‘before’, becomes a antepenultimate, 

which in turn, with the addition of the prefix pre- ‘before’, becomes a preantepenultimate, 

which in turn, with the addition of the prefix pro- ‘before’, becomes a 

propreantepenultimate, all stages of which are exemplified in  (57), with marked 

morpheme boundaries. 

(57)  a. ultimate 

 b. pen·ultimate 

 c. ante·pen·ultimate 

 d. pre·ante·pen·ultimate 

 e. pro·pre·ante·pen·ultimate 
 

In the cases of words like hemidemisemiquaver and propreantepenultimate, the 

aid of written language makes parsing the words more easily attainable, but even then, 

the words tend to be learned and uttered as chunks by those using them, namely scholars 

of music and language respectively. In everyday language, such strings of same-meaning 

morphemes are not such a common sight, with morphemes meaning ‘before’ rarely 

occurring more than once at a time. For example, a number of languages have lexicalized 

expressions for ‘the day before yesterday’, using the same sort of compositionality. For 

example, in Spanish (as in Greek, Hungarian, etc.), the word anteayer ‘the day before 

yesterday’ is composed of the affix ante ‘before’ added to ayer ‘yesterday’, as seen 

in (58). Contrarily, in Swahili (as in Japanese, Urdu, etc.), the word juzi ‘the day before 

yesterday’ has no apparent relation to jana ‘yesterday’, as seen in (59). Accordingly, 

Miller’s (1956) idea of chunking could apply to even composite words for ‘yesterday’ 

since they are seen to represent distinct ideas in languages where unrelated words are 

used. 
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(58) MORPHOLOGICALLY BASED ON THE ROOT OF ‘yesterday’ (SPANISH) 

 a. ayer b. ante·ayer 

 yesterday before·yesterday 

 ‘yesterday’ ‘the day before yesterday’ 
 

(59) UNRELATED TO WORD ‘yesterday’ (SWAHILI) 

 a. jana b. jusi 

 ‘yesterday’ ‘the day before yesterday’ 
 

It should also be noted that, in Maori (as in Turkish, Telegu, etc.), there are no 

purely lexical means of denoting ‘the day before yesterday’, so the concept must be 

described syntactically, as seen in (60). 

(60) SYNTACTICALLY CENTERED ON THE WORD ‘yesterday’ (MAORI) 

 a. inanahi b. ra    i·mua·i inanahi 

 yesterday day before  yesterday 

 ‘yesterday’ ‘the day before yesterday’ 
 

This could suggest that, in different languages, the concept of ‘the day before 

yesterday’ is construed in two or three distinct ways, or it could mean that across 

languages, speakers universally think of ‘the day before yesterday’ as a chunk, regardless 

of whether they use a single distinct word, a composite word built on ‘yesterday’, or a 

composite phrase centered on ‘yesterday’. In contrast, the idea that language speakers 

universally think of the concept of ‘the day before yesterday’ compositely is not 

supported by the existence of languages where the word for ‘the day before yesterday’ is 

completely unrelated to the word for ‘yesterday’. 

In the instantiations of affix derivation for ‘the day before yesterday’, while the 

potential exists for recursive morpheme stacking to denote the days preceding it, these 

conventionally never reach three, such as in a ‘pre-pre-pre-yesterday’ word, let alone 
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(64) «  « ثعلب 

θaʕ lab 

‘fox’ 

  θ a ʕ _ L a B 
 

 (64)ʹ  θ – ʕ – l – b 

EXTRACTED ROOT 

     

ROOT _ θ  ʕ  L  B 
 

 (64)ʺ «  « ثعالب 

θaʕālib 

‘foxes’ 

f(PLR)   ·ax  ·āy  ·iz  

ROOT _ θ _ ʕ _ L _ B 
 

At the peak cognitive point of reaching the z-value ·iz, the interlocutor has the task 

of dealing with this variable and interpreting it with relation to the y-value ·āy and the x-

value ·ax, thus interpreting a maximum of three variables, one being manipulated and two 

others being simultaneously recalled in anticipation of their complements. 

In Arabic, foreign-origin nouns are also marked for plurality by extracting 

consonants from a word in order to create a consonantal template to transfix with 

inflectional vowel patterns. One example is فندق/funduq ‘inn’, as seen in  (65), from the 

Greek word πανδοχεῖον/pandokheion (Constable 2001: 146), which like θaʕlab above is 

inflected for plurality by mapping the three-variable pattern ax·āy·iz onto the transfixing 

function, as in  (65)ʹ (Wehr & Cowan 1979: 729)—templatic consonants appear in boxes 

for emphasis. 

Such limits on the processing of analogous cross-dependency structures in human 

language use are corroborated in other work (Dickey & Vonk 1997) and replicated in 
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computer simulations (Christiansen & Chater 1999); however, such analyses have 

hitherto only been applied to discontinuous syntax, not to discontinuous morphology. 

(65) «  « فندق 

fun duq 

‘a hotel’ 
 

 (65)ʹ «  « فنادق 

fanādiq 

‘hotels’ 

f(PLR)   ·ax  ·āy  ·iz  

ROOT _ F _ N _ D _ Q 
 

Since transfixing is limited to three-coordinate function values, even words which 

appear to have more consonants in their base form, like the so called quinquiliterals and 

sextiliterals, are reduced to four consonants when undergoing transfixing inflection or 

derivation in order to accommodate the human limit on the processing of three-

dimensional transfixation. As such, the apparently sextiliteral إمبراطور/ʔimbarāṭūr 

‘emperor’ (from the Latin imperātōr·), seen in  (66), is reduced to the four radicals ʔ – B – 

Ṭ – R, as seen in  (66)ʹ, before it can be inflected for plurality by mapping the three-

variable pattern ax·āy·iz onto the reduced four-consonant template, as seen in  (66)ʺ, thus 

limiting the transfixation to three interdependent variables. 

(66) « مبراطور   « ا 

 

ʔimbarāṭūr 

‘an emperor’ 

  ʔ im B ara Ṭ ū R 
 

 (66)ʹ  ʔ – b – ṭ – r 

EXTRACTED ROOT 

     

ROOT _ ʔ _ B _ Ṭ _ R 
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 (66)ʺ «  « أ باطرة 

ʔabāṭir·a
21

 

‘(some) emperors’ 

f(PLR)   ·ax  ·āy  ·iz  

ROOT _ ʔ _ B _ Ṭ _ R 
 

When the root-extracting mould can be applied to words derived from formulaic 

strings with more than four scaffolding consonants, these consonants are reduced to four, 

just as they are with quinquiliteral and sextiliteral words in order to accommodate the 

human limit on the processing of three dimensions. Like ʔimbarāṭūr above, ʕabd·u•l·lāh 

‘Abdullah’, seen in  (67), is inflected for plurality by mapping the three-variable pattern 

ax·āy·iz onto the reduced four-consonant template the four radicals ʕ – B – D – L, as 

in  (67)ʹ, before transfixing can occur based on the limitation to three transfixed variables, 

as seen in  (67)ʺ (Wright 1896: 231). 

(67) «  « عبد الله 

ʕab d·u      l·lāh 

slave·NOM the·God 
‘Abdullah’ 

  ʕ a B _ D ·u l· L āh·i 
 

 (67)ʹ ʕ – b – d – l 

EXTRACTED ROOT 

     

ROOT _ ʕ _ B _ D _ L 
 

 (67)ʺ «  « عبادلة 

ʕabādil·a 

‘Abdullahs’ (males named Abdullah) 

f(PLR)   ·ax  ·āy  ·iz   

ROOT _ ʕ _ B _ D _ L a 
 

                                              
21 The animacy-marking suffix ·a is part of a separate one-dimensional operation which does not transfix 
the template. 
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Such transfixing morphology can also be applied to the derivation of verbs, such 

as the phrase bi•sm·il·lāh ‘in the name of God’, seen in  (68), which the four-consonant 

template B – S – M – L  (68)ʹ is extracted from and the three-variable pattern ux·ay·iz is 

then mapped onto, in order to derive the verb yu·basmil·u ‘say, In the name of God’  (68)ʺ 

(Wright 1896: 48). 

(68) «  « بسم الله 

bi•s m    il·lāh 

in•name the·God 

‘in the name of God’ 

  B i• S  M·i  l·L āh 
 

(68)ʹ b – s – m – l 

    

ROOT B _ S _ M _ L 
 

(68)ʺ «  « بسملي  

y·u·bas mil·u 

I·say:in:the:name:of:God·IND 

‘I say, In the name of God’ 

f(PRES)    ·ax    ·iy  

ROOT y· u· B _ S _ M _ L 
 

Similar to the way in which Semitic languages, like Arabic, extract consonants 

from a word in order to create a transfixing template from which to form derivations, 

Muskogean languages, like Chickasaw, extract entire syllables from a word in order to 

create a transfixing template from which to form derivations. 

The Chickasaw verb chofata ‘to be clean’, as seen in  (69), is reduced to the three 

templatic syllables čo – fa – ta, as seen in  (69)ʹ, before transfixing can occur based on the 

limitation of no more than three transfixed variables  (69)ʺʹ- (69)ʺʺ (Munro & Willmond 

1994). 
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(69) « chofata » 

čo fa ta 

be:clean 

‘to be clean’ 

  Č o F a T a 
 

 (69)ʹ « čo – fa – ta  » 

EXTRACTED ROOT 

    

ROOT _ Čo _ Fa _ T 
 

 (69)ʺ « chofánta » 

čo fa-ʹ~ta 

be:cleaner 

‘to be cleaner’ 

f(DRV)     ʹ~x  

 _ Čo _ Fa _ Ta 
 

 (69)ʺʹ « choffá’ta » 

čo ·fa·´·ʔta 

be:quite:clean 

‘to be quite clean’ 

f(DRV)   x  ·´ʔy  

 _ Čo _ Fa _ Ta 
 

 (69)ʺʺ « chofáyya’ta » 

čo fa·´y·y ʔta 

be:very:clean 
‘to be very clean’ 

f(DRV)     ·´yx-y ʔy  

 _ Čo _ Fa _ Ta 
 

 

Keeping track of three variables via transfixation so pushes the mind to its 

cognitive boundaries that inflectional transfixation perturbs concurrent one-dimensional 

suffixing patterns. For example, in Arabic, most nouns which take two-variable 

transfixing patterns are TRIPTOTES (with distinct nominative, genitive and accusative 

suffixes), such as mudun ‘cities’ in the first part (i) of Table 4.2a. However, nouns which 

take three-variable transfixing patterns are DIPTOTES (with only two case suffixes, one for 

the nominative case and another for the oblique case, which subsumes the accusative and 

genitive), such as ḥadāʔiq ‘gardens’ in the second part (ii) of Table 4.2a. 

i. TRIPTOTE ii. DIPTOTE 

 ‘(some) cities’  ‘(some) gardens’ 

NOMINATIVE   مُدُن/mudun·u·n  NOMINATIVE  ُحَدائكق/ḥadāʔiq·u·Ø 
ACCUSATIVE   مُدُن/mudun·a·n  OBLIQUE  ُحَدائكق/ḥadāʔiq·a·Ø 
GENITIVE   مُدُن/mudun·i·n   
Table 4.2a. Case and indefiniteness marking for diptote and triptote nouns in Arabic. 
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A striking peculiarity of diptotes is that they also lack an overt indefinite suffix. It 

is notable, however, that omitting the indefinite suffix avoids encoding four inflectional 

vowels within consonantal bounds. 

This peculiarity is not one of blocking a feature, such as that of definiteness 

marking, for when marked with the definite prefix, no such blocking of the definiteness 

feature occurs. Moreover, since possessed state nouns are not marked for definiteness 

anyways, there is no definiteness marker to block. What is striking is that in both cases, 

when the indefinite-marking suffix is not optional, these otherwise diptotes become 

triptotes, for example, with the definite form, as seen in the first part (i) of Table 4.2b, or 

the possessed-state form (regardless of definiteness), as seen in the first second part (ii) of 

Table 4.2b. 

i. DIPTOTE  TRIPTOTE ii. DIPTOTE  TRIPTOTE 

 ‘the gardens’  ‘gardens of (some) cities’ 

NOMINATIVE  ُالحدَائكق/al·ḥadāʔiq·u  NOMINATIVE   حَدائكقُ مُدُن/ḥadāʔiq·u mudun·i·n 

ACCUSATIVE  ُالحدَائكق/al·ḥadāʔiq·a  ACCUSATIVE   حَدائكقُ مُدُن/ḥadāʔiq·a mudun·i·n 

GENITIVE  ُالحدَائكق/al·ḥadāʔiq·i  GENITIVE   حَدائكقُ مُدُن/ḥadāʔiq·i mudun·i·n 

Table 4.2b. Diptotes treated as triptotes when either definite or possessed. 
 

Lest it be thought that any of these variations are brought about by semantics, it is 

insightful to observe any number of triliteral nouns whose third radical is a semi-

consonant (Wright 1896: 246-247). Such nouns as the plural of the triptote ṣaḥrāʔ 

‘desert’, as in Table 4.2c, follow the norms of three-variable transfixing when inflected 

for plurality. However, since the final semi-consonant has the potential to coalesce with 

high vowels, closed-syllable case endings with high vowels coalesce with the semi-

consonant and collapse what would otherwise be an inflection resulting in four enclosed 
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vowels (e.g. the a-ā-i-u of *ṣaḥāriyun ‘a desert’) into one with only three enclosed 

vowels (e.g. the a-ā-i of ṣaḥārin ‘a desert’), effectively shortening the word enough to 

neutralize the otherwise expected perturbation patterns involving the loss of the indefinite 

suffix and the three-case distinction.
22

 

 DIPTOTE  TRIPTOTE 

 ‘deserts’  ‘deserts’ 

NOMINATIVE * يُ ر صحا /ṣaḥāriy·u·n    صحار/ṣaḥār·i·n 

ACCUSATIVE * صحاريا/ṣaḥāriy·a·n   َصحاري/ṣaḥāriy·a·Ø 

GENITIVE * يك صحار  /ṣaḥāriy·i·n    صحار/ṣaḥār·i·n 

Table 4.2c. Syllabically motivated perturbations of case marking in triptote noun paradigms. 
 

While the transfixing pattern only consists of three variables, the indefinite suffix forces 

the speaker to keep track of another vowel enclosed within the consonantal boundaries of 

the fully inflected word. Removing the final inflectional consonant averts this need; 

however, collapsing two of the syllables word-internally also resolves the transfixing 

problem and eliminates the need to lose the final inflectional indefinite suffix.  

The data suggests that the limitations on morphological cross-dependency 

represent a hard constraint, in that no reliable data shows more than three levels of 

interdependent variables produced or processed in natural language usage. Like the 

variable-balancing tasks for syntactic cross-dependency in the preceding chapter, the 

variable-balancing task of morphological cross-dependency involves three interdependent 

variables that must be dealt with simultaneously at the peak cognitive point of reaching 

the third variable. While this sort of morphological cross-dependency in language is 

                                              
22 Interestingly, while this syllabic collapse makes the accusative and genitive once again distinct (making 

it, in one sense, a triptote in theory), it simultaneously renders the nominative and genitive indistinct 
(making it, in another sense, a different type of diptote in practice). 
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neither as common nor as regularly analyzed as syntactic cross-dependency, it is an 

important area to consider in the broader analysis of recursion limitations. 

 

4.3. Three-Dimensional Constraints on Multiple-Case Marking 

A number of classical languages and modern languages have case affixes which 

mark not only the noun but also its adjectival dependents, as seen in the Biblical Greek 

of  (70), where both paráklêsi ‘encouragement’ and aiônía ‘eternal’ are marked by the 

accusative ·n (2 Thessalonians 2:16). 

(70) « δοὺς παράκλησιν αἰωνίαν » 

do·us      paráklêsi·n               aiônía·n 

give·ing encouragement·ACC eternal·ACC 
‘giving eternal encouragement’ 

 

Some languages, known as “double marking languages” (Plank 1995), go a step 

further, by marking not only adjectival dependents for case but also marking nominal 

dependents for case, in addition to the case marking they already have. In the Tangkic 

language Kayardild of Australia  (71), the ·nguni affix signifying ‘with’ appears on both 

the head noun walbu ‘raft’ and on its dependent possessor noun dangka ‘man’, which is 

already marked with its own genitive ·(ki)naba, and both nouns further distribute their 

respective case affixes onto their own dependent adjectives (Evans 1995: 105). 

(71) [{dan·kinabay·ngunix dangka·nabay·ngunix}  {mirra·ngunix walbu·ngunix}] 

[{this·GENy·withx       man·GENy·withx}         {good·withx    raft·withx}] 

‘… with this man’s good raft’ 
 

This phenomenon is not limited to nouns. Similarly, in Kayardild, as seen in  (72), 

affirmative mood marking (generally with the suffix ·ntha) is distributed on the nominal 

dependents of the verb (Plank 1995: 29)—note the suppletive form ngijuwa for the first-

person singular pronoun. 
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(72) [ngijuwa     yalawu·jarra·ntha yakuri·naa·ntha 

[I:SBJ:AFRM catch·PST·AFRM    fish·IRREAL·AFRM 

waytpala·karra·nguni·naa·ntha        mijil·nguni·naa·ntha] 

white:man·GEN·with·IRREAL·AFRM net·INS·IRREAL·AFRM] 

‘But yes, I did catch some fish with the white man’s net’ 
 

This downwards distribution of morphology to increasingly deeper levels of 

dependents is attested at up to three levels, though even this is exceedingly rare (Wegner 

1995: 145; Hetzron 1995: 327). One such instance is that of Awngi, as seen in (73), 

where the locative ·da marks not only the location which heads the phrase but also its 

possessor dependent ‘house’ and the house’s possessor dependent ‘woman’. 

(73) [{[gud·a·wsx·kʷy·daz               ɣun·a·wsx·kʷy·daz]                     cənkút·əkʷy·daz 
[{[good·♀·GEN

♂
x·GEN

PL
y·LOCz woman·♀·GEN

♂
x·GEN

PL
y·LOCx] nice

♂
·GEN

PL
y·LOCz 

ŋə́n·əkʷy·daz}             wodel·ka·daz ábjél·ka·daz] 
house

♂
·GEN

PL
y·LOCz} large·PL·LOCz doorway·PL·LOCz] 

‘in the large doorways of the nice house of the good woman’ (Hetzron 1995: 327) 
 

Analyzing (73) further in Figure 4.3a, it is clear that the interlocutor must utter the 

most embedded nominal dependent with a clear understanding of not only the role it 

plays as a modifier but also of the role played by its governing noun, and of the role 

played by the noun governing its governing noun. 

Level X wodel·ka·dax ábjél·ka·dax] 

 large·PL·LOCx doorway·PL·LOCx] 

Level Y cənkút·əkʷy·dax ŋə́n·əkʷy·dax} 

 nice♂·GEN
PL

y·LOCx house♂·GEN
PL

y·LOCx} 

Level Z [{[gud·a·wsz·kʷy·dax                ɣun·a·wsz·kʷy·dax] 

 [{[good·♀·GEN
♂

z·GEN
PL

y·LOCx woman·♀·GEN
♂

z·GEN
PL

y·LOCx] 

 ‘in the large doorways of the nice house of the good woman’ 

Figure 4.3a. The most embedded noun (and its adjectival modifier) reflecting not only the role it plays in 

the sentence, but also the role of its governing noun and the role of the noun governing its governing noun. 
 

At the peak cognitive point of processing the z-value of the case-marking ·daz, the 

interlocutor has the task of dealing with this variable and interpreting it with relation to 

the y-value case-marking ·kʷy and the x-value case-marking ·wsx, thus interpreting a 
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maximum of three variables, one being manipulated and two others being simultaneously 

recalled in anticipation of their complements. 

What the foregoing demonstrates is that no form of embedded information in 

single words can surpass a three-dimensional calculus function. Given this instance of a 

limitation on tracking three interdependent variables, what appears to be simple algebraic 

distribution of values within bracketed terms is actually constrained by the same three-

dimensional calculus which constrains other areas of human cognition. 

The data suggests that the limitations on multiple case marking represent a hard 

constraint, in that no reliable data shows more than three levels of interdependent 

variables produced or processed in natural language usage. This distribution of values to 

inner terms of a polynomial appears to be a phenomenon restricted to the morphological 

level; however, it is conceivable that the same distribution of case marking could take 

place at the morphophonological level in cases where inflection is marked by 

suprasegmental information, such alterations in tone or stress. 

 

4.4. Three-Dimensional Constraints on Negation 

The recursive iteration of negation involves negating negation, as seen in (74), 

where a doctor describes her dilemma of either allowing her patients to continue harmful 

ear-cleaning practices or give them harmless (but also useless) directions, just to prevent 

them from taking damaging actions. She opts to give them the useless directions since 

she feels that she cannot simply tell them to desist from action altogether, as seen in (74), 

which she puts into the following wording (as cited in Beck, 2012: para. 29). 

(74) … because they are notx capable of doing noy·thing. 
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The counting of reiterated negation has a long history of controversy, given that a 

number of languages and even dialects of English do not seem to observe this logic, with 

constructions of the ain’t seen nobody type, where two negatives apparently make a 

negative, as in the Spanish example of (75) (Poli, 2010: 144) and the AAE example 

of (76) (Jeffries 2006: track 5). 

(75) no  puedo hacer nada. 

not can:I   doing nothing 

‘I cannot do anything’ 
 

(76) I ain’t seen nobody. 
 

But even these languages and dialects display systematic patterns of double 

negation, with constructions of the it ain’t impossible type, as seen in the Spanish of (77) 

(Calderón, 1905: 61) and the AAE of (78) (Smith & Harmony, 2007, track 12). 

(77) no  es    [im·posible]. 

not is:it [not ·possible] 

‘It is not impossible.’ = ‘It is possible.’ 
 

(78) It ain’t [im·possible]. 
 

In constructions of the ain’t seen nobody type, like those of (75) and (76), the 

apparent flouting of double negation occurs where standardized English uses a so-called 

negative-polarity words, like any or ever. 

(79) I cannot  do anything. 
 

(80) I haven’t seen anybody. 
 

(81) I don’t want to see you ever again. 
 

Overlooking this one complication in the functional vocabulary, these languages 

and dialects have just as much of a double-negative rule as standardized English does. 

However, instead of a separate set of words for polarity purposes, like the standardized 


