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Abstract

In this paper we consider the Cauchy problem for the 3D Navier-Stokes equations

for incompressible flows, and their solutions. We will discuss the results of a paper

by Otto Kreiss and Jens Lorenz on the role of the pressure term in the Navier-

Stokes equations, and its relationship to the fluid field u(x, t). The focus here is

to concentrate on solutions to the equation where the fluid field u lies in the space

C∞(R3) ∩ L∞(R3), and not necessarily in L2(R3). If u(x, 0) = f(x), where f ∈

C∞(R3)∩L∞(R3) we will consider the solutions for all t in time interval 0 ≤ t < T (f).

In the original paper, estimates for the derivatives of the pressure were proved, but

the definition of the pressure proved unsatisfactory due to the possibility of the

divergence of the pressure term. The main object of this paper is to use the theory of

singular integrals and the space of functions of Bounded Mean Oscillation to properly

address the pressure. In doing so, we will provide estimates on pressure term itself.

This will allow us to strengthen the results of the original paper, and rigorously

extend all results from the original paper to any function u ∈ C∞(R3) ∩ L∞(R3).
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Glossary

ln natural logarithm

N set of natural numbers

R set of real numbers

x point in Rn: x ∈ Rn is given by x = (x1, x2, . . . , xn)

〈x, y〉 inner product: 〈x, y〉 = x · y =
∑n

i=1 xiyi

‖x‖ Euclidean norm: ‖x‖ =
√
〈x, x〉 =

√
x · x =

√∑n
i=1 x

2
i

B(x, r) the open ball centered at x of radius r: {y ∈ Rn : |x− y| < r}

S(x, r) sphere centered at x of radius r: {y ∈ Rn : |x− y| = r}

B(x, r) the closed ball centered at x of radius r: {y ∈ Rn : |x− y| ≤ r}

(B(x, r) ∪ S(x, r))

‖x‖∞ max norm: ‖x‖∞ = max |x1|, |x2|, . . . , |xn|

‖f‖p Lp norm: ‖f‖p = ‖f‖Lp =
( �
|f(x)|p dx

) 1
p
)

, where f is a measur-

able function.

‖f‖∞ L∞ norm: L∞ = inf{C > 0 : |f(x)| ≤ C a.e.}

a.e almost everywhere
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Glossary

C(Rn) set of continuous functions defined on Rn, n can be 1, 2, . . ., etc.

C0(A) set of continuous functions on a set A with compact support.

Ck(Rn) set of continuous functions with continuous derivatives up to order

k on Rn

C∞(Rn) set of continuous functions with continuous derivatives of all orders

on Rn

Lp space of Lp functions: Lp = {f(x) : ‖f‖p < ∞}, where f is a

measurable function.

L∞ space of L∞ functions: L∞ = {f(x) : ‖f‖∞ < ∞} where f is a

measurable function.

L1

loc space of locally integrable functions: f ∈ L1

loc if
�
K
|f | <∞ for all

compact sets K, and f is a measurable function.

S2 unit sphere in R3: {x ∈ R3 : |x| = 1}

∂t partial derivative with respect to t

|α| α1 + α2 + α3 for a multi–indexα = (α1, α2, α3)

Dα Dα1
1 Dα2

2 Dα3
3 , Dj = ∂/∂xj

NS Navier-Stokes

BMO the space of functions of Bounded Mean Oscillation

fQ the mean value of a function on a cube (or ball) Q
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Chapter 1

Introduction

1.1 Motivation: A Brief History of the Navier-

Stokes Equations

The Navier-Stokes equations are a set of partial differential equations that describe

fluid motion. In this paper we consider the Cauchy problem for the 3D Navier-Stokes

equations for incompressible flows. We begin by letting x ∈ R3 be the space variable

and t ∈ R, where t ≥ 0 be the time variable. We consider the fluid velocity field of

a fluid with notation u(x, t) = (u1(x, t), u2(x, t), u3(x, t)) for the fluid velocity field,

and p(x, t) for the scalar pressure field. Then the (Incompressible) Navier-Stokes

equations are given by

ut + (u · ∇)u+∇p = ν∆u, Change in Momentum (1.1)

∇ · u = 0, Incompressibility/Divergence Free Condition (1.2)

where the viscosity constant is ν, and

u · ∇ = u1D1 + u2D2 + u3D3 Di =
∂

∂xi

1



Chapter 1. Introduction

Component by component the equations read:

uit +
3∑
j=1

ujDjui +Dip = ν∆ui i = 1, 2, 3

and

D1u1 +D2u2 +D3u3 =
3∑
i=1

Di(ui) = 0

Furthermore we assume that

u0(x) = u(x, 0) = f(x) with ∇ · f = 0 (1.3)

The terms of the equation are:

ut : unsteady acceleration term

(u · ∇)u : the convective acceleration

∇p : the pressure gradient

ν∆u : the viscosity term

Throughout this paper when referring to Navier-Stokes equations, we will nor-

malize the constant ν so that ν = 1. The incompressibility condition, ∇ · u = 0,

can be shown to be a limiting value of the compressible case ([30], [26], [27]). The

derivation of these equations from first principles can be found in various texts on

fluid mechanics and other sources. See for example [6], [29], or [31]. The history of

the equations is quite extensive and is well documented ([20]). Starting with Leonard

Euler in 1755 with his introduction of inviscid fluid flow, Charles Lois Maries Henri

Navier in 1822 ([32]) continued refining the equations with his derivation from a

molecular argument, where he introduced viscous effects. Further refinement of the

equations followed from Poisson in 1829 with the equations of a compressible fluid.

2



Chapter 1. Introduction

Saint-Venant in 1843 ([36] and [37]) and Stokes in 1845 ([43], [45]) obtained the con-

tinuum derivation. This version is the one that is commonly introduced to students

and under intense study today.

Equations that describe physical phenomena beg for solution, and the Navier-

Stokes equations are no exception. There is a vast wealth of literature devoted to

the solutions of Navier-Stokes (e.g. [31], [21], [22], [23], [12], [13], [14], [15]). For

example, in 1934, Leray ([28]) constructed a global (in time) weak solution, and a

local strong solution in R3. This paper, among others, reinforced the idea of special-

ized solutions. Among the different classes of solutions studied for the Navier-Stokes

one can find classical, strong, mild, weak, very weak, uniform weak, and local Leray

solutions. These different classes have themselves produced a variety of methods de-

signed to explore the various types of solutions. Fourier analysis, statistical mechan-

ics, distribution theory, and harmonic analysis have all played a part in attempting

to analyze the equations for over two centuries. A large portion of this work focuses

on the well-known fact (Appendix C, [31], and [26], for example) that at its core, the

Navier-Stokes equation (1.1) is basically a non-linear heat equation. Thus, it can be

written using Duhamel’s principle in an integral form with heavy dependence on the

initial data u(x, 0) = f .

Exploiting the integral form of the Navier-Stokes equations has been used to

explore other aspects of the solutions, such as existence, uniqueness, and the depen-

dence on initial data. For example, it is known that for initial data u(x, 0) = f ∈

L∞(Rn) the equations (1.1), (1.2), (1.3) admit a local in-time (regular) solution u

with the pressure p determined by

p =
n∑

i,j=1

RiRj(uiuj) (1.4)

where Ri is the Riesz transform ([4], [14], [24]). The Riesz transforms will be dis-

cussed in section 1.2. For the Lr case, where 3 ≤ r < ∞, the equations (1.1), (1.2)

3



Chapter 1. Introduction

admit a unique local in time solution u for some pressure p. As u decays at the space

infinity, then (1.4) follows a posteriori for Lr ([21]). Kato ([22]) observed that for

initial data f ∈ L∞(Rn), the constructed solution is bounded and may not decay

at the space infinity. So even if u solves (1.1), (1.2), equation (1.4) may not follow.

Kato further noted that in the most simple case, for x ∈ R3 and t ∈ (0,∞), one could

construct a solution of the form u(x, t) = g(t), p(x, t) = −g′(t) ·x. This function pair

(u, p) solves (1.1) and (1.2) no matter what the function g(t) is. So if u has constant

initial data, the solution is not unique without assuming (1.4). Not only does this

demonstrate a non-uniqueness to the solution, it also implies a non-decaying pressure

spatially. Kato further observed that one would need to impose some control on p

to obtain uniqueness other that controlling u.

In [13] it was noted that uniqueness holds if u is bounded, and p is of the form

p(x, t) = π0 +
n∑

i,j=1

RiRjπij (1.5)

for bounded functions π0, πij. In particular it was noted that for t ∈ (0, T ) for a

maximal time T , then uniformly

π0, πij ∈ L∞ ∩ L1
loc

In the same paper Kato improved upon the result by simply assuming that p ∈

L1
loc ∩ BMO , where BMO is the space of functions of Bounded Mean Oscillation .

A theorem of A. Uchiyama ([46]) indicated that if a function g was BMO , then it

was of the form

g = η0 +
n∑

i,j=1

RiRjηij

with some ηij, η0 ∈ L∞(Rn). Additionally, Sadosky ([35]), and the paper by Feffer-

man and Stein [9] observed that every g ∈ BMO could be written as

g = τ0 +
n∑
j=1

Rjτj

4



Chapter 1. Introduction

where τj ∈ L∞(Rn). In Chapter 2 and [35] it is noted that if g ∈ L∞, the convolution

of a Calderón -Zygmund kernel K(x) with g produces a function that is BMO . In

Chapter 3 we discuss the fact that the (formal) pressure term (and its modification)

is the solution of the Poisson pressure equation; it is the convolution of the term

DiujDjui with a Calderón -Zygmund kernel. It is of some interest to note the fact

that if the velocity field has derivatives that are sufficiently smooth and small at

infinity, it then turns out that the pressure is additionally a Riesz potential (see [40],

or [10]).

Kato’s paper was concerned with weak (distribution) solutions. The main result

of that paper was that given condition (1.4), if (u, p) was a solution of (1.1), (1.2)

with initial data in the distribution sense satisfying u(x, 0) ∈ L∞(R3), and p(x, 0) ∈

BMO , then the solution (u,∇p) was unique, and

∇p =
n∑

i,j=1

∇RiRj(uiuj)

where ∇p ∈ S ′ (see [22]). We should recall here that S is the Schwartz space and

S ′ is its dual; that is, the set of all bounded linear functionals on S (see [39], [40],

or [29]). We should further remark here that S and S ′ are important to Fourier and

Harmonic Analysis, although for this paper our assumptions on u will preclude any

involvement with these particular spaces.

The papers by Giga, et.al., specifically [13] and [14], took a different approach, and

chose initial data on the space of bounded uniformly continuous functions (BUC) in

Rn, or in L∞(Rn). In the paper it was shown that if the initial value function u(x, 0) =

f(x) was BUC, then so was the unique solution u. In this case, however, the focus

was on u as a solution to the integral (heat equation) version of the Navier-Stokes

equations. In Giga’s work, the set C([0, T0],BUC) was defined to be the set of all

bounded, uniformly continuous functions (spatially) that are defined and continuous

on [0, T0], and the set Cα was representative of the set of Hölder continuous functions

5



Chapter 1. Introduction

of order α. It was additionally shown in the same paper that

u ∈ C([δ, T0]; BUC) and t1/2∇u ∈ C([0, T0]; BUC) (1.6)

and

∇u ∈ Cα([δ, T0]; BUC)

for some α with 0 < α < 1/2 and δ such that 0 < δ < T0. This showed that t1/2∇u

was bounded in some sense. An additional result was that if u(x, 0) = f(x) was

a BUC function, with u satisfying the integral (heat) form of the solution to the

Navier-Stokes equations, and if ∇u ∈ Cα([δ, T0]; BUC), then by writing

p =
n∑

i,j=1

RiRjuiuj

we have (u, p) solving (1.1), (1.2). However, again in [13], it was noted that if one

replaced the space BUC with L∞(Rn), the results were different. Equation (1.6) is

replaced by

u ∈ Cw([δ, T0];L∞) and t1/2∇u ∈ Cw([0, T0];L∞)

where Cw is the space of all L∞ valued weakly continuous functions defined on [0, T0].

These results, among others, are similar to the results in the work by Kreiss–

Lorenz ([25]). The Kreiss–Lorenz paper is the main focus and source for this doctoral

thesis. The main difference between the Kreiss–Lorenz paper and the works of Kato

and Giga’s is the restriction on the solutions. The KL paper concentrates on classical

solutions in C∞(R3) ∩ L∞(R3), while Kato and Giga’s ([13] and [21]) developed

solutions that existed in the distribution sense (e.g. weakly continuous), with some

sort of control on the pressure term p. Additionally, Kato and Giga’s papers assumed

their space of contention to be Rn, for n ≥ 2. Their results obviously can be restricted

to R3, where the Kreiss–Lorenz results are only particular to R3. It must be noted

6



Chapter 1. Introduction

that the Kreiss–Lorenz paper was able to construct similar results, but the only

structure mentioned on the pressure term was that it was simply of Bounded Mean

Oscillation -no breakdown of the pressure term into Riesz transforms is required or

even alluded to. In Appendix B.3 and in [14] it is noted that by taking the divergence

of the equation one obtains a Poisson equation of the form

−∆p =
3∑

i,j=1

DiujDjui

We may formally solve and obtain the Poisson pressure equation

p(x, t) =
3∑

i,j=1

1

4π

�
R3

1

|x− y|
(DiujDjui)(y, t) dy

The solution to the Poisson equation has an (integrable) singularity at x = y, and can

(initially) be proven to have a solution if (DiujDjui)(x, t) is a function of compact

support. The fact of most interest here about the Poisson equation is that it is

connected deeply with singular integral theory-specifically to the work of Calderón,

Zygmund, Stein, Fefferman, Sadosky and others.

1.2 Singular Integral Theory

The history of singular integral theory is an interesting story in its own right, and

a concise and excellent survey can be found in [41], which we will briefly reference

here. The study begins with Antonio Zygmund. Zygmund’s first work from the

1920’s through the mid 1930’s was in classical harmonic analysis. But it was during

the 1930’s that Zygmund considered a question. It was well known that the equation

lim
x∈I
|I|→0

1

|I|

�
I

g(y) dy = g(x) (1.7)

holds for almost all x, where I ranges over intervals and g(x) is integrable on R. This

is due to the Lebesque differentiation theorem (see [11]). It was also well known at

7



Chapter 1. Introduction

the time that a similar result could be applied to higher dimensions if the intervals

were replaced by balls. The mathematician Stein, in his overview of the history of the

roles of Calderón and Zygmund (see [41]), described the catalyst that led to further

advances in the theory of singular integrals. Stein described how one counterexample

could be found in the case where the sets I were rectangles with arbitrary orientation

as found by Nikodym (see [41]). Additionally, he described a counterexample by Saks

where the rectangles were of fixed orientation with sides parallel to the axis, if g was

a general function in L1.

It was at this point that his attention turned to a class of functions called strong

maximal functions. Zygmund proved that for rectangles I with sides parallel to the

axis, (1.7) held if g was Lp, with p > 1. That is:( �
|g|p
) 1
p
<∞

He proved this by proving an inequality for a ”strong” maximal function. To define

such a maximal function, let δ > 0 and let µ be a measure on Rn, with f a locally

integrable function. Then the mean value is given by:

(Aδg)(x) =
1

µ(B(x, δ))

�
B(x,δ)

g(y) dµ(y)

Then the maximal function is defined by

(Mf)(x) = sup
δ>0

Aδ(|g|)(x)

These were constructed by Hardy and Littlewood for n = 1, and for general n by

Wiener (see [39]). It should be noted here that these maximal functions bear more

than a passing resemblance to functions of Bounded Mean Oscillation (BMO ), which

will be discussed in the next section. Zygmund was influenced by the one dimensional

Hilbert transform

H(f)(x) = P.V.
1

π

� ∞
−∞

g(x− y)
dy

y

8



Chapter 1. Introduction

where ”PV” refers to the Cauchy Principal Value. The Lp boundedness properties

were later proved by Riesz (see [41]). At this time Alberto Calderón appeared.

In the late 1940’s Zygmund met Alberto Calderón. Calderón, became Zygmund’s

doctoral student, and later, collaborator. Calderón spurred Zygmund’s study of

higher dimensional singular integrals, which were higher dimensional versions of the

Hilbert transform. The main candidate of study was the functional

T (g)(x) =

�
Rn
K(y)g(x− y) dy

where K was homogeneous of degree n, and satisfied the cancelation condition

�
Sn−1

K(y)dσ(y) = 0

with σ(y) as the surface measure of the unit sphere Sn−1 (see [39],[40], or [35]). These

are referred to as Calderón-Zygmund(CZ) kernels. We note here that K(y) has an

isolated singularity at the origin (or, for K(x − y), a singularity at x = y). Of

additional study were Calderón -Zygmund kernels that had a regularity condition,

namely Dini-continuity (see Definition 2.2.9). As written this integral will fail to

exist, so it is actually written as a Cauchy Principal Value integral:

T (g)(x) ≡ PV

�
Rn
K(y)g(x− y) dy

= lim
ε→0

�
Rn\Bε(0)

K(y)g(x− y) dy

= lim
ε→0

�
|y|>ε

K(y)g(x− y) dy

where g is a compactly supported function and K is otherwise nicely behaved. It was

discovered that examples of the Calderón -Zygmund kernels include second deriva-

tives of the fundamental solution operator for the Laplacian:

∂2

∂xi∂xj
(∆)−1

9



Chapter 1. Introduction

and the related Riesz kernel:

Kj =
∂

∂xj
(−∆)−1/2

This is due to the well known fact that if g is of the class C2 and has compact support

∂2

∂xi∂xj
(g) = −RiRj∆g

where the Ri are the Riesz transforms discussed below (see [40]). It should be noted

here that the Hilbert kernel is given by 1
πx

with associated transform

H(g)(x) = P.V.
1

π

� ∞
−∞

g(x− y)
dy

y

The Riesz kernel is of the form

Kj(x) =
Ωj(x)

|x|n
with Ωj(x) =

xj
|x|
.

and the Riesz transform is given by

Rj(g)(x) = lim
ε→0

cn

�
|y|>ε

Ωj(y)

|y|n
g(x− y) dy

= lim
ε→0

cn

�
|y|>ε

yj
|y|n+1

g(x− y) dy

= PV cn

�
Rn

yj
|y|n+1

g(x− y) dy

for j = 1, . . . , n, and

cn =
Γ
(
n+1

2

)
π(n+1)/2

This integral exists if g ∈ Lp for 1 < p <∞ (see [39], [40], or [35]). This background

work is illustrated in [2] and [3]. Work on singular integrals continued for over 30

years between the two men, but during this time another element of study connected

to singular integral theory arose: the space of functions known as Bounded Mean

Oscillation (BMO ).

10



Chapter 1. Introduction

1.3 The Space of Functions of Bounded Mean Os-

cillation

The space of Bounded Mean Oscillation (BMO ) is defined as follows. First let f be

a locally integrable function, that is f ∈ L1
loc. Define

fQ =
1

|Q|

�
Q

f(x) dx

This is the mean value of f over a cube (or ball) Q. Next we consider the integral

f ]Q =
1

|Q|

�
Q

|f(x)− fQ| dx (1.8)

The related sharp maximal operator is defined by

Λ]f(x) = sup
r>0

f ]Q(x,r)

where Q(x, r) is cube of side r centered at x. Finally for a locally integrable function

(f ∈ L1
loc) the BMO norm is defined to be ‖f‖BMO = ‖Λ]f(x)‖∞. Thus a function

f ∈ L1
loc is a function of Bounded Mean Oscillation if ‖f‖BMO < ∞. This can be

realized in the following way: there is an M > 0 such that

1

|Q|

�
Q

|f(x)− fQ| dx < M

for all cubes Q in Rn

The space was first introduced by F. John in 1961 ([18]) in his study of mappings

of a bounded set from Rn to Rn and their relationship to problems involving elastic

strain. John and Nirenberg ([19]) introduced the basic notation and proved several

properties. First is the fact that the space is a seminormed linear space that can

be shown to be a complete normed linear space (i.e a Banach space) ([33]). It can

be shown that if ‖f‖BMO = 0, then f = C a.e. (almost everywhere), a constant.

Additionally, it is the dual space of the Hardy space H1. This is explored in the

11



Chapter 1. Introduction

work by Stein ([39]), and first proved by Fefferman (see [8] and [9]). The Hardy

spaces Hp are certain spaces of distributions that are related to the Lp spaces, and,

in some special cases, are ”better behaved”. In [42], the connection between BMO

and singular integrals was determined, and further reflected in the work by [35]. In

particular, CZ kernels map the space L∞(Rn) to the space BMO. Thus BMO can

be a ”replacement” for L∞. This reveals the main point of interest. Many operators

that are unbounded or otherwise badly behaved on L1 and L∞ are bounded in H1

and BMO respectively (see [39], [40], [35], or [5]). It should be noted here that both

Stein and Sadosky were students of Zygmund, and Zygmund’s influence upon them

is very evident in their scholarly works. See, for example, [39], [40], [41], [42], or [35].

It is here we now tie together the space BMO and singular integral theory. Con-

sider the Calderón-Zygmund operators Tf defined by

Tf(x) = PV

�
Rn
K(x− y)f(y) dy

where PV refers to the Cauchy Principal Value. Suppose further that K(y) is a

Calderón-Zygmund kernel with the requisite regularity condition of Dini-continuity.

Then the functional Tf maps L∞ continuously to BMO (see Chapter 2 and [35]). It

is observed in the papers [13] and [14], as well as the works by Stein ([39] and [40]),

and Sadosky ([35]) that the the Riesz transforms will map an L∞ to the space of

BMO , precisely because they are such Calderón -Zygmund kernels.

In particular, consider the pressure term ∇p in the Navier-Stokes equation. By

taking the divergence of the Navier-Stokes equation, we find that:

−∆p(x, t) =
3∑

i,j=1

(Diuj)(Djui)(x, t) =
3∑

i,j=1

DiDj(uiuj)(x, t)

This derivation is well known, and constructed in Appendix B.3. The solution is

given by (formally)

p(x, t) =
3∑

i,j=1

C0

�
R3

1

|x− y|
(Diuj)(Djui)(y, t) dy (1.9)

12



Chapter 1. Introduction

or

p(x, t) =
3∑

i,j=1

C0

�
R3

1

|x− y|
DiDj(uiuj)(y, t) dy (1.10)

where

C0 =
1

4π

However, there is a well known identity (see [40]), that if g ∈ Lp, 1 < p < ∞, we

have

∂

∂xi

∂

∂xj
g = −RiRj∆g

where the Rj are the Riesz transforms. Again, the Riesz transforms Rj map L∞ to

BMO (see [35], [39], or [40] for example). Additionally, the Riesz transform mappings

from BMO to BMO are bounded. Therefore, we obtain the fact that if u ∈ L∞, p

is in the space BMO ([14]). While this integral may exist as a BMO function, it

may fail to exist in the classical sense if there is not sufficient decay on u, which is

a significant problem with such an integral. The real question at this point in the

discussion is the existence of the integral: Does this integral converge?

First, if u(x, t) has compact support, the pressure term integral will converge.

Discussions relating to this assumption of compact support can be found in [29], [7]

or [17]. However, suppose that u(x, t) and Du(x, t) exist in the space L∞(R3), but

without compact support? This was the assumption in the Kreiss–Lorenz paper,

and the consequences actually obscure the conclusions of the work. For the current

discussion, we assume that (u, p) is a solution to the Navier-Stokes equations, with

u(x, 0) = f , and t existing in a time interval 0 < t < T (f). We further assume that

u ∈ L∞(R3) ∩ C∞(R3), and that Du ∈ L∞(R3). The procedure used in the paper

was to use the derivatives of the pressure to bound u and its derivatives on a small

time interval. This requires a pressure term that actually exists. We will now discuss

13



Chapter 1. Introduction

how the Kreiss–Lorenz paper handled the issue, and the subsequent consequences it

produced.

The original paper’s procedure was to use a C∞ cut-off function to break the

pressure term into local and global pieces. For δ > 0, the C∞ function φ = φ(|x −

y|/δ) was set up so that φ(r) = 1 if 0 ≤ r ≤ 1, and φ = 0 if r ≥ 2. Then the term

uiuj in the pressure term was written as

uiuj = (φuiuj) + [(1− φ)uiuj]

thus splitting the integral into ”local” and ”global” pieces (using (1.10)):

p(x, t) =
3∑

i,j=1

C0

�
R3

1

|x− y|
DiDj(uiuj)(y, t) dy

=
3∑

i,j=1

C0

�
R3

1

|x− y|
DiDj(φuiuj)(y, t) dy

+
3∑

i,j=1

C0

�
R3

1

|x− y|
DiDj[(1− φ)(uiuj)(y, t) dy

= ploc(x, t) + pglb(x, t)

It is clear that ploc(x) depends only on values of u(y) for |x− y| < 2δ, while pglb(x)

depends on values of u(y) for |x − y| > δ. Thus on the boundaries, the integrants,

and thus the integrals themselves, vanish.

Using this split, ploc(x) was explored first. The singularity at y = x is inte-

grable, and using integration by parts, the boundary integral vanishes via φ. Thus,

on B(x, 2δ), the requisite bounds were computed. Next, Dploc(x) was considered,

without integration by parts. The singularity at y = x is still integrable, and again

the requisite bounds were obtained. The problem comes from pglb(x). Since 1 − φ

depends of values of y for |x− y| > δ, we have

pglb(x, t) =
3∑

i,j=1

C0

�
|x−y|>δ

1

|x− y|
DiDj[(1− φ)(uiuj)(y, t) dy

14
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Integration by parts was performed twice. In each case, the integral at the boundary

∂B(x, δ) vanishes because at the boundary, φ = 1 so that 1 − φ = 0. Thus the

integral was rewritten as

3∑
i,j=1

C0

�
|x−y|>δ

Kij(x− y)(1− φ)(uiuj)(y, t) dy (1.11)

where

Kij(x− y) =
(xi − yi)(xj − yj)

|x− y|5
i 6= j (1.12)

and

Kjj(x− y) =
3(xj − yj)2 − |x− y|2

|x− y|5
(1.13)

Herein lies the problem. At this point in the paper, a spatial derivative was

applied to pglb(x), but the objection is that the integral will fail to exist if u does not

have compact support. Observe that by transferring two derivatives to the Poisson

kernel we have, for i 6= j

|Kij(x− y)| =
∣∣∣(xi − yi)(xj − yj)|x− y|5

∣∣∣ ≤ 1

|x− y|3

Similarly, for i = j, we have

|Kjj(x− y)| =
∣∣∣3(xj − yj)2 − |x− y|2

|x− y|5
∣∣∣ ≤ C

|x− y|3

This implies that for a constant u, and all 1 ≤ i, j ≤ 3:

pglb(x, t) ≡ C

� ∞
δ

1

r
dr

by using a transformation to polar coordinates. The latter integral integrates as

ln r so as r → ∞, the integral, and subsequently pglb(x), diverges. This makes it

impossible to take the derivative of pglb(x), since it fails to exist to begin with.

We finally describe the relation to the space BMO. It is shown in Chapter 2

that the Kij are Calderón -Zygmund kernels with the required Dini-continuity. The
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kernel Kij(x − y) is not directly integrable at x = y. It will be shown in Chapter 3

that we may write local pressure as

ploc(x) = lim
ε→0

3∑
i,j=1

C0

�
2δ>|x−y|>ε

1

|x− y|
DiDj(φ(uiuj)(y, t)) dy

We will then integrate ploc(x) by parts twice. There are no boundary integrals since

φ vanishes at the boundary. We will then show that

ploc(x) = lim
ε→0

3∑
i,j=1

C0

�
2δ>|x−y|>ε

Kij(x− y)φ(uiuj)(y, t) dy (1.14)

exists. We then will perform a similar analysis on pglb(x). We may then combine

ploc(x) and pglb(x) as a principle value integral:

p(x, t) = PV
3∑

i,j=1

C0

�
R3

Kij(x− y)(uiuj)(y, t) dy

Thus if u ∈ L∞(R3), p(x, t) is in the space BMO.

To summarize the preceding discussion, it is a well known fact that for u ∈ L2,

the integral describing p(x, t) exists. Alternatively, given a fluid field u ∈ L∞ lacking

sufficient decay the integral p(x, t) will diverge, and so the pressure term will fail to

exist. We will look closely at this problem in Chapter 3, and determine a remedy for

this situation. It is here that we now turn to the paper by Kreiss and Lorenz ([25])

and define the problem at hand.

1.4 The Kreiss–Lorenz Paper

Let us return to the main problem at hand. As before, our concern is the Navier-

Stokes equations:

ut + (u · ∇)u+∇p = ν∆u, (1.1)
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and

∇ · u = 0, (1.2)

The papers referenced so far focus on the fluid field u. The examples of solutions

in various spaces (bounded uniformly continuous, weakly continuous, Hölder contin-

uous) all provide solutions u while also assuming or requiring some control on the

pressure p to produce a solution, in particular as the space variable x approaches

infinity. Clearly the structure of the pressure term demands dependence on u or the

derivatives of u. However, in fluid flow, it should be clear that the fluid velocity u

and the pressure term p are deeply connected. A fluid velocity field will produce

pressure on a surface, while the pressure itself must interact with the velocity field.

This dance back and forth between velocity and pressure must drive every system of

fluid under study. So while mathematically it is productive to consider more ”exotic”

spaces as the ones aforementioned, we should consider simplifying the situation a bit.

First, given ”real life” constraints, most fluid systems must function inside some

form of containment. The flow of fluid in a pipe, from a tank, down a river, have

physical constraints that move a fluid along a certain path. Therefore, there must be

a bound on the fluid velocity u, as well as the spatial derivatives Dαu. So considering

u ∈ L∞ and Dαu ∈ L∞ makes sense, at least on a small time interval. Second, given

the nature of the formal solution to u as a solution to the non-linear heat equation,

it also makes perfect sense to consider u ∈ C∞. Finally, the fact that the non-linear

heat equation can be solved in a classical sense without resorting to ”special” spaces,

it is worth considering a classical-style solution.

We have not, however, considered so far a classical solution on the pressure p.

That is to say, if (u, p) is a solution to the equation, and we assume u and Dαu L∞

how can we deal with the pressure without assuming some sort of control upon it. It

would be better if we actually construct a working pressure term without requiring

any presumptive restrictions. In this paper the goal will be to address some of these
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issues, (boundedness, decay) while establishing a pathway to explore other questions

(existence, uniqueness). Given the reasonable idea that Du ∈ L∞, the pressure

term becomes a function in the space BMO by fiat. Functions of Bounded Mean

Oscillation have some nice properties to exploit, and by doing so, it will allow us to

construct a proper working pressure term.

It should be first noted that most papers written about the Navier-Stokes equa-

tions consider a finite energy. That is

E(t) =

�
|u(x, t)|2 dx <∞

Thus u exists in the space L2 ([30]). In contrast, the paper from Otto Kreiss and

Jens Lorenz ([25]) assumes only that u ∈ C∞(R3)∩L∞(R3). Thus, this paper allows

for an infinite energy. The Kreiss–Lorenz paper (see [25]), hereafter referred to as

the KL paper, began by discussing parabolic equation systems for u ≡ u(x, t):

ut(x, t) = ∆u(x, t) +Dig(u(x, t)) x ∈ Rn, t ≥ 0

with initial condition

u(x, 0) = f(x) f ∈ L∞(Rn)

on a maximal time interval 0 < t < T (f), where g was quadratic in u. It was shown

that under the assumptions given on f and g, that there is a constant c0 > 0 with

T (f) >
c0

‖f‖2
∞

and

‖u(·, t)‖∞ ≤ 2‖f‖∞ 0 < t ≤ c0

‖f‖2
∞

Additionally, it was shown that for every j = 1, 2, . . . that there is a constant Kj > 0

with

tj/2‖Dju(x, t)‖∞ ≤ Kj‖f‖∞ for 0 < t ≤ c0

‖f‖2
∞
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where c0 and Kj are independent of t and f .

The result produced is as important as the methods used in the production.

The same methods are used to analyze the Navier-Stokes equations, and determine

similar bounds on the velocity field u and its derivatives. First, u and derivatives of

u are used to bound the pressure locally (near the singularity at x). Additionally, u

and derivatives of u are used to bound the derivatives of the pressure both locally

and globally. Specific attention in the KL paper is given to handling the derivatives

of u in a much broader sense than is normal for paper relating to the Navier-Stokes

equations.

Despite the fact that the original KL paper produced some very nice results, there

were items not addressed satisfactorily in the original work . The chief problem was

the analysis on the pressure term. The underlying assumption of the paper was that

the velocity field u ∈ C∞(R3) ∩ L∞(R3). The original pressure term was presented

as the formal integral of the Poisson:

p(x, t) ≡ porg(x, t) =
∑
i,j

1

4π

�
R3

|x− y|−1DiDj(uiuj)(y, t) dy

This was decomposed into a local and global part using a C∞ cutoff function. The

purpose of this function was to provide suitable bounds on ploc, and Dploc and Dpglb
in terms of u, Du, and a number δ > 0. Here the symbol D refers the space derivative

in maximum norm (see Definition 4.3.1).

The problem with this integral is that it may fail to exist at all due to the fact

that u is simply L∞(R3). If the integral fails to exist, the subsequent calculations and

bounds are essentially incorrect. At the end of the paper, however a modification

p(x, t) =
∑
i,j

1

4π
lim
R→∞

�
|y|<R

[Φij(x− y)− Φij(y)](uiuj)(y, t) dy

where

Φij(y) =
yiyj
|y|5

and Φjj(y) =
3y2

i − |y|2

|y|5
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was indicated. The modification is claimed to solve the Poisson pressure equation

and has the benefit of being bounded so long as |x| < R by an application of the

Mean-Value Theorem (see [25]). The claim will be confirmed in this doctoral thesis.

Thus, the pressure integral will exist, even if u is only a constant. We will note here

that for a fixed point x0, we may change the kernel to

Φij(x− y)− Φij(x0 − y)

so that the pressure becomes

p(x, t) = porg(x, t) + C(t) (1.15)

that is, constructing a new integral that incorporates the original pressure term plus

a time dependent constant. We may, without loss of generality, take x0 = 0. If one

takes a single spatial derivative in terms of x, the term C(t) in (1.15) is annihilated,

and (1.15) will be verified as a solution to the Poisson Pressure equation. It was

shown in the original paper that the estimates:

‖ploc‖∞ ≤ C(‖u‖2
∞ + δ‖u‖∞‖Du‖∞)

‖Dploc‖∞ ≤ C(δ−1‖u‖2
∞ + δ‖Du‖2

∞)

‖Dpglb‖∞ ≤ Cδ−1‖u‖2
∞

were required to obtain the final results of the paper. Here p ≡ porg, the original

pressure term. We will verify that these same estimates will follow with the addition

of C(t) and the rest of the calculations of the paper will follow.

The method outlined above allows us to add an arbitrary time-dependent con-

stant to the pressure that will allow this new pressure to still solve the Poisson

Pressure equation without the potential divergence problems that were not satisfac-

torily addressed in the original paper. The idea for this change actually is rooted

in the Bounded Mean Oscillation structure of the pressure term. BMO functions
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modified by simply adding a constant C retain their norms; that is, given a function

p ∈ BMO, the function q = p + C has the same norm as p: ‖p‖BMO = ‖q‖BMO.

This is a result of the fact that BMO functions identify if they differ by a constant.

Thus, modifying the BMO pressure function by adding a judiciously chosen constant

allows us to not change the pressure term in the sense of BMO , and additionally

allows us to make the pressure integral finite.

The main result of the paper is as follows. Suppose that a solution (u, p) exists to

the incompressible Navier-Stokes equations. We assume that u ∈ L∞(R3)∩C∞(R3),

and assume that all derivatives Dαu ∈ L∞(R3) for all orders α. Further we assume

that u solves (1.1) and (1.2) in some maximum time interval 0 ≤ t < T (f). Addi-

tionally, assume that u(x, 0) = f(x), and that ∇ · f = 0. Then there is c0 > 0, and

for each j = 0, 1, . . . a constant Kj such that

tj/2‖Dju(x, t)‖∞ ≤ Kj‖f‖∞ for 0 < t ≤ c0

‖f‖2
∞

and c0 and Kj are independent of t and f . Additionally it will be shown that

T (f) >
c0

‖f‖2
∞

These are identical to the results of the parabolic problem. This will prove that

all derivatives of u are bounded in maximum norm by the initial value function f ,

provided f ∈ L∞(R3).

In this doctoral thesis we will expand and enhance the Kreiss–Lorenz paper. Since

the pressure term of the Navier-Stokes equations is indeed the engine that drives the

solutions, we will first review information related to singular integral theory and the

space BMO , culminating in the proof of a theorem that relates the space L∞ to the

space BMO in Chapter 2. In Chapter 3, we discuss the modification of the pressure

term, including how it solves the Poisson equation and the fact that it is also of

the space BMO . In Chapter 4, we begin the analysis of the Kreiss–Lorenz paper.

21



Chapter 1. Introduction

Chapter 4 will concentrate on the bounds of u and Du. We will rigorously prove the

pertinent theorems from the paper in precise detail using the modified pressure term

p∗(x, t) =
1

4π

∑
i,j

�
[|x− y|−1 − |y|−1](DiujDjui)(y, t) dy

and show that this modification allows us to obtain the same bounds that were con-

structed in the Kreiss–Lorenz paper, while addressing the issue of pressure existence.

Chapter 5 will provide the proof on the bounds on Dju(x, t)-the jth order deriva-

tives of u in maximum norm via an induction argument that was alluded to but

not proven in the original paper. As with the original paper, we construct the re-

sults a priori, that is assuming the solution pair (u, p) exist. So if (u, p) solves the

Navier-Stokes equations, where p is our modified pressure, we will confirm that

tj/2‖Dju(x, t)‖∞ ≤ Kj‖f‖∞ for 0 < t ≤ c0

‖f‖2
∞

for all derivatives of order j in maximum norm. We again note here that u(x, 0) = f ,

and f ∈ C∞(R3) ∩ L∞(R3). We will conclude the paper with a sketch on how to

actually construct a solution to the Navier-Stokes equations given our conclusions

for the a priori case.
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Chapter 2

Calderón-Zygmund Operators and

BMO

2.1 Motivation

We will begin by looking at the formally derived pressure term of the Navier-Stokes

equation and demonstrating its existence as a principal value integral. We continue

through this chapter with a very brief survey of singular integral theory and the

theory of the functions of Bounded Mean Oscillation (BMO ), as presented in the

works of Sadosky and Stein ([35], [39], [40]). All theorems, propositions, etc., are

reproduced directly from Sadosky’s work. Only the final key result, Theorem 2.4.1,

will be proved.

It is to be strongly noted here that although this chapter is primarily based

on Sadosky’s work ([35]), notations involving operators, however, are more in the

conventional spirit of Stein (see [39] or [40]). The proof presented for Theorem 2.4.1

does vary from Sadosky’s original proof in both notation and somewhat in content.
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The final key result will be proved using the earlier stated theorems. Sadosky’s

work is influenced, of course by the works of Stein, Calderón and Zygmund. Our

motivation for study is the pressure term. For 1 ≤ i, j ≤ 3 and taking the integral

over R3 the pressure term is (formally):

p(x, t) =
∑
i,j

1

4π

�
|x− y|−1(DiujDjui)(y, t) dy

This can be shown to be written in Chapter 3 alternatively as

p(x, t) = PV
3∑

i,j=1

C0

�
R3

Kij(x− y)(uiuj)(y) dy (2.1)

where the Kij(x − y) are described by equations (1.12) and (1.13). Assuming that

u(x, t) is suitably smooth (u ∈ C∞) and has compact support, there are no problems.

However, the focus of the KL paper was the velocity field u belonging to the space

C∞(R3)∩L∞(R3), with Dαu ∈ L∞(R3) for all orders α. Clearly from the discussions

in Chapter 1, this presents a problem that must be remedied. The slow decay on y on

the integral version of the pressure p(x, t) provides us with a considerable challenge

that needs to be overcome. To deal with this challenge, it will be helpful to explore

integrals that are similar in structure to p(x, t). We may then pursue the idea of how

to proceed with such integrals. In the next section we discuss the structure of these

so-called singular integrals.

2.2 Singular Integral Theory-A Brief Survey

We begin this section with a definition.

Definition 2.2.1. Let a function h(x) be measurable on Rn, and for some x ∈ Rn

let h be absolutely integrable over each set {y : |x− y| > ε > 0}. Then h is integrable

over Rn in a principle value sense if

lim
ε→0+

�
|x−y|>ε

h(y) dy
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exists and is finite. The value of this limit will be denoted by

PV

�
Rn
h(y) dy

We note here that if

h(x, y) =
g(y)

|x− y|

and if g ∈ Lp where 1 ≤ p <∞, the integral will exist as a function of x in Lp([35]).

The most basic principle value integral is the Hilbert Transform:

PV

� ∞
−∞

g(y)

x− y
dy

This occurs for R1. We may write this as

lim
ε→0+

(� x−ε

−∞
+

� ∞
x+ε

) g(y)

x− y
dy

We may construct analogs to the one dimensional case. If x ∈ Rn, we have the

following:

Definition 2.2.2. The Riesz kernels are given by

kj(x) =
xj
|x|n+1

This then suggests

Definition 2.2.3. The Riesz transforms of a function h are given by

Rjh(x) = PV cn

�
Rn
h(x− y)

yj
|y|n+1

dy = PV cn

�
Rn
h(y)

xj − yj
|x− y|n+1

dy

for j = 1, . . . , n and

cn =
Γ
(
n+1

2

)
π(n+1)/2
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If we write K(y) =
xj−yj
|x−y|n+1 , then |K(y)| ≤ 1

|x−y|n as y approaches x asymptoti-

cally. This justifies us defining singular integrals.

Definition 2.2.4. A singular integral is an integral operator of the form

Th(x) =

�
K(x, y)h(y) dy

where the integral is singular at x = y

Calderón and Zygmund developed deep theories involving singular integrals. We

will explore some of them here. Consider first the Riesz kernel Rj:

Rj(y) =
yj
|y|n+1

=

yj
|y|

|y|n
=

Ωj(y)

|y|n

We note that for λ > 0

Ω(λy) =
λyj
|λy|

=
λyj
λ|y|

=
yj
|y|

= Ω(y)

This suggest the homogeneity property.

Definition 2.2.5. A function h(x) is homogeneous of degree n if

h(λnx) = λnh(x)

for all λ > 0 and for all x.

Thus the Riesz kernel is homogeneous of degree −n. We also recall from reference

to lemma A.1.2 that
�
Sn−1

yjdσ(y) = 0

This suggest the concept of mean value:

Definition 2.2.6. A function h(x) has mean value zero on the unit n-sphere if
�
Sn−1

h(x) dσ(x) = 0
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This leads us to define the Calderón -Zygmund kernels.

Definition 2.2.7. Consider the space Rn, n > 1. A kernel k is called a Calderon-

Zygmumd kernel if it is of the form:

k(x) =
Ω(x)

|x|n

with two special properties:

1. Ω is homogeneous of degree 0. That is Ω(λx) = Ω(x) for all λ > 0 and for all

x.

2. Ω has mean value zero on the unit sphere

Thus this begets the Calderón -Zygmund operators

Definition 2.2.8. Let h ∈ Lp(Rn) for 1 < p < ∞. For each Calderón -Zygmund

Kernel the Calderón -Zygmund integral operator is given by

Th(x) = h ∗ k(x) = PV

�
Rn
h(x− y)

Ω(y)

|y|n
dy (2.2)

This is an example of a convolution operator. To make sure that the integral

in equation (2.2) exists, we must have a regularity property for Ω(x). Define the

modulus of continuity of Ω(x) on the unit sphere Sn−1 by

ω(δ) = sup
|x−x′|<δ
|x|=|x′|=1

|Ω(x)− Ω(x′)| (2.3)

If Ω is Lipschitz continuous or C1, then ω(δ) < Cδα for α > 0. If Ω is C1 on the unit

sphere, then ω(δ) < Cδ. In any case

� 1

0

ω(δ)

δ
dδ <∞

This is a condition called Dini Continuity :
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Definition 2.2.9. A function Ω(x) on Sn−1 is said to be Dini continuous if given

Ω(x) and the modulus of continuity ω(δ):

ω(δ) = sup
|x−x′|<δ
|x|=|x′|=1

|Ω(x)− Ω(x′)|

then the following condition holds� 1

0

ω(δ)

δ
dδ <∞ (2.4)

The operator in (2.2) exists if h ∈ Lp(Rn), for 1 < p < ∞. In particular, this

exists for h ∈ L2(Rn). Most papers involving the Navier-Stokes equations consider

u ∈ L2(Rn). Now, let us briefly return to our pressure term. Recall that our pressure

is defined by

p(x, t) = lim
ε→0

∑
i,j

1

4π

�
|x−y|>ε

|x− y|−1(DiujDjui)(y, t) dy

= lim
ε→0

∑
i,j

1

4π

�
|x−y|>ε

|x− y|−1(DiDjuiuj)(y, t) dy

If u is compactly supported, we may transfer the derivatives over to |x − y|−1 and

obtain

p(x, t) = lim
ε→0

∑
i,j

1

4π

�
|x−y|>ε

Kij(x− y)(uiuj)(y, t) dy

where

Kij(x− y) =
(xi − yi)(xj − yj)

|x− y|5
and Kjj(x− y) =

3(xj − yj)2 − |x− y|2

|x− y|5

We may write p(x, t) as

p(x, t) = PV
∑
i,j

1

4π

�
R3

Ωij(x− y)

|x− y|3
(uiuj)(y, t) dy

where

Ωij(x− y) =
(xi − yi)(xj − yj)

|x− y|2
and Ωjj(x− y) =

3(xj − yj)2 − |x− y|2

|x− y|2
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If u ∈ Lp for 1 < p < ∞, then the integral exists. If not, if u is simply L∞(Rn) for

example, the integral may not exist. Therefore we must take care with this integral

if u lies in the space C∞(Rn) ∩ L∞(Rn). Our next section leads up to function of

Bounded Mean Oscillation (BMO).

2.3 The Space BMO

Recall the Lebesgue Differentiation Theorem:

Theorem 2.3.1. Suppose f is a locally integrable function. That is, if f ∈ L1
loc(Rn)

�
A

|f | dx <∞

for all measurable sets A. Then for almost every x in Rn

lim
r→0
−
�
B(x,r)

f dx = lim
r→0

1

|B(x, r)|

�
B(x,r)

f(y) dy = f(x)

We can use this to infer the Hardy-Littlewood maximal function:

Definition 2.3.1. If f is a measurable function, with f ∈ L1
loc(Rn), then the Hardy-

Littlewood maximal function is given by

Mf(x) = sup
r>0

1

|Q(x, r)|

�
Q(x,r)

f(y) dy

where |Q(x, r)| = rn is the n−dimensional measure of the cube Q(x, r) with sides of

length r parallel to the axes.

If f is a locally integrable function, that is f ∈ L1

loc, we define the mean value

fQ of f over the cube Q by.

Definition 2.3.2. Let f ∈ L1

loc. Then

fQ =
1

|Q|

�
Q

f(x)dx
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is the mean value of f over Q, where Q is taken to be a cube with sides parallel to

the axes, and |Q| is its Lebesgue measure.

We now define the mean oscillation.

Definition 2.3.3. Let fQ be as in definition 2.2.1. Then the mean oscillation is

given by

f ]Q =
1

|Q|

�
Q

|f(y)− fQ| dy

Definition 2.3.4. The sharp maximal operator is given by

Λ]f(x) = sup
r>0

f ]Q(x,r)

where Q(x, r) is cube of side r centered at x.

Finally we have

Definition 2.3.5. A function f ∈ L1
loc has BMO norm ‖f‖BMO = ‖Λ]f(x)‖∞. A

function f ∈ L1
loc is of Bounded Mean Oscillation if ‖f‖BMO < ∞. We may write

this as: There is an M > 0 such that

1

|Q|

�
Q

|f(x)− fQ| dx < M

for all cubes Q in Rn

From the definition it should be clear that L∞ ⊂ BMO. However, the natural

logarithm function log(x) shows that the converse need not be true (see [39], [40], or

[35]). The basic idea behind the space BMO is that certain functions in the space

are ”almost bounded”. In some cases the functions are better behaved than they are

in the space L∞. That is to say that despite the fact the function might ”blow–up”,

the integral of the difference between the function and its average value is indeed

bounded, at least in a local sense. One interesting fact that will be exploited later is
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that two functions in the space are identical if they differ by a constant. That is if

p ∈ BMO , then

‖p− q‖BMO = 0⇔ p− q = C

where C is a constant. The importance of this with the modified pressure term will

be discussed in Chapter 3. We now turn our attention to the main lemmas and

theorems. First up is a method of decomposing Rn into cubes.

Lemma 2.3.1. The Calderón -Zygmumd Lemma For h : Rn → C a positive inte-

grable function and α > 0 a fixed constant, the space Rn admits a decomposition

Rn = P ∪Q, P ∩Q = ∅ such that:

1. Q =
⋃∞
k=1Qk, where Qk is a cube, and the interiors of the cubes are disjoint.

2. h(x) < α for x ∈ P

3. α < 1
|Qk
|
�
Qk
h(x) dx < 2nα for every Qk, k = 1, 2, . . .

The Calderón -Zygmund lemma begets the following:

Lemma 2.3.2. (The Calderón -Zygmund Decomposition). Let f ∈ L1(Rn) be a

positive function. Then Rn = P ∪ Q, P ∩ Q = ∅, where Q =
⋃∞
k=1Qk, and the

Qk’s are non-overlapping cubes. Then f = g+ b where we have g ∈ L2(Rn), b(x) = 0

almost everywhere in P , and b has mean value zero on every Qk.

This breakdown is needed in the proof of proposition 2.3.1. We wish to find

convolution operators k with a special property. This property will give consistency

in the modification of the pressure term

Definition 2.3.6. A function K is said to satisfy the Hörmander condition with

constant A if

sup
|x|>0

�
|y|>2|x|

|K(x− y)−K(y)| dy ≤ A.
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We will denote the Fourier transform of a function h by ĥ. More information on

Fourier transforms can be found in [7],[10], and [11]. The following proposition is

used to establish our main results:

Proposition 2.3.1. Let k ∈ L2(Rn) be such that there exists an A > 0 for which :

1. |k̂| ≤ A for all x ∈ Rn

2. k satisfies a Hörmander condition for the same A

Then the convolution operator T of kernel k transforms L∞ continuously into BMO

and, for all f ∈ L∞ there is a C depending only on A and n such that:

‖Tf‖BMO ≤ C‖f‖∞

Note that in particular if k ∈ L1 ∩ L2, then k̂ is continuous and bounded by the

classical Riemann-Lebesque lemma. Geometrically the following lemma is of interest.

Lemma 2.3.3. If |x| > 2|y|,then | x−y|x−y| −
x
|x| | ≤ 2| y

x
|

This produces the following:

Lemma 2.3.4. Let k be a kernel such that:

1.
�

1≤|x|≤2
|k(x)| dx ≤ B

2. k follows a Hörmander condition with constant A.

and let k1(x) = k(x) if |x| > 1 and zero otherwise. Then k1 also satisfies Hörmander

condition with constant A+ 2B.

The proof of lemma 2.3.4 is produced from lemma 2.3.3. All of the previous lead

up to the Calderón -Zygmund Theorem
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Theorem 2.3.2. (The Calderón -Zygmund Theorem) Let Ω be a function defined

in Rn such that:

1. Ω is homogeneous of degree zero

2. Ω has mean value zero on the unit sphere.

3. Ω is Dini continuous (see definition 2.2.9).

For each ε > 0 let Tε be the truncated operator for every f ∈ Lp 1 < p <∞ by

(Tfε)(x) =

�
|y|>ε

Ω(y)

|y|n
f(x− y) dy

Then the following hold.

1. For all f ∈ Lp(Rn), Tfε ∈ Lp(Rn) and there is a constant Cp independent of ε

and f such that ‖Tfε‖p ≤ Cp‖f‖p

2. For every f ∈ Lp(Rn) the limit of Tfε as ε→ 0 exists in Lp (‖Tfε−Tf‖p → 0).

Furthermore ‖Tf‖p ≤ Cp‖f‖p

This final theorem allows us to map L∞ continuously to BMO . It is found in

Sadosky’s work [35].

2.4 The Formal Mapping of L∞ to BMO

This is the main result we need:

Theorem 2.4.1. Under the conditions of theorem 2.3.2, the Calderon-Zygmund op-

erator T given by:

Tf(x) = PV

�
Rn
k(x− y)f(y) dy
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transforms L∞ continuously into BMO so that

‖Tf‖BMO ≤ C‖f‖∞ (2.5)

Proof. Given f ∈ L∞ and the C-Z kernel k, we define kε = k(x) for |x| > ε and zero

otherwise. We further define:

uε(x) =

�
(kε(x− y)− k1(−y))f(y) dy (2.6)

and

Cε =

�
(kε(−y)− k1(−y))f(y) dy (2.7)

If we define kεη = kε−kη then we have, by (2.6) uE−uη = f ∗kε−f ∗kη(x) = kεη ∗f .

Since kεη ∈ L1 ∩ L2, for any 0 < ε < η <∞ and satisfies, by Lemma 2.3.4 the same

hypothesis as k does, then by Proposition 2.3.1 we have that:

‖kεη ∗ f‖BMO ≤ C‖f‖∞

Thus, for every cube Q:

1

|Q|

�
Q

|uε(x)− uη(x)− (uε)Q + (uη)Q|dx ≤ C‖f‖∞ (2.8)

where fQ is the mean value of f over the cube Q. Since uη − Cη =
�

(kη(x − y) −

kη(−y))f(y) dy tends to 0 as η →∞ uniformly in Q by the truncation of kη and the

conditions k satisfies, both

uη(x)− Cη → 0 and (uη)Q − Cη → 0 as η →∞ (2.9)

By (2.8)

1

|Q|

�
Q

|uε(x)− (uη(x)− Cη)− (uε)Q + ((uη)Q − Cη)|dx ≤ C‖f‖∞

As η →∞, both (uη(x)− Cη) and (uη)Q − Cη) tend to 0. As ε→ 0, we find that

uε(x)→
�
|x−y|>0

(k(x− y)− k1(−y))f(y) dy = u(x)

34



Chapter 2. Calderón-Zygmund Operators and BMO

while

(uε)Q → (u)Q

So letting η →∞ and then ε→ 0, we get

1

|Q|

�
Q

|u(x)− uQ|, dx ≤ C‖f‖∞

Finally, if

a =

�
|x−y|>0

k1(−y) dy

We may write

u(x) = Tf(x) + a

and note that (a)Q = a, a constant in the space BMO . Then

u(x)− uQ = Tf(x) + a− (Tf + a)Q

= Tf(x) + a− (Tf)Q − a

= Tf(x)− (Tf)Q

so that

1

|Q|

�
Q

|Tf(x)− (Tf)Q|, dx ≤ C‖f‖∞

Some final notes. First, we may also obtain the same results with balls B(x, r)

as well as cubes Q(x, r) (see [39], [40], and [41]). In [42] Stein proves theorem 2.4.1.

Consider now

p(x, t) = lim
ε→0

∑
i,j

1

4π

�
|x−y|>ε

Kij(x− y)(uiuj)(y, t) dy
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where Kij(x− y) is given by equations (1.12) and (1.13). The kernel Kij(x− y), like

the Riesz kernel, is a Calderón -Zygmund kernel. Invariably, we have the fact that

this formal Poisson pressure term is indeed a function of BMO . We should note here

that if g ∈ BMO, we may write

g = η0 +
n∑
j=1

Rjηj

where ηi ∈ L∞(Rn).

2.5 The Riesz Kernels and the Space BMO

In Theorem 2.4.1 we proved the fact that if k(x) was a Calderón -Zygmund (CZ)

kernel, then

Kf(x) = PV

�
Rn
k(x− y)f(y) dy

transformed L∞ continuously into BMO . Recalling that

k(x) =
Ω(x)

|x|n

we would like to explore the types of candidates for Ω(x) that would allow k(x) to

be a CZ kernel.

Lemma 2.5.1. If

Ω(x) =
xj
|x|

(the Riesz kernel) then k(x) is a CZ kernel that is Dini-continuous.

This is discussed in Appendix A.2. Additionally, the expressions

Kij =
xixj
|x|2

and Kjj =
x2
j − |x|2

|x|2
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also satisfies these properties (see Theorem A.2.2). The three properties are impor-

tant, because they are needed in showing that CZ kernels satisfy the Hörmander

condition (see Definition 2.3.6). As a matter of fact, this can be stated in a theorem.

(see Majda [31] and Sadosky [35]).

Theorem 2.5.1. Let k(x) be a Calderón Zygmund kernel. That is

k(x) =
Ω(x)

|x|n

where Ω(x) has mean value of zero on the unit sphere, and is homogeneous of degree

0. Further, suppose that Ω(x) is Dini-continuous. Then k(x) satisfies the Hörmander

condition:

sup
|x|>0

�
|y|>2|x|

|K(x− y)−K(y)| dy ≤ A.

The proof of this can be found in Appendix A.2, Theorem A.2.3. Since the Riesz

Kernel, and the product of Riesz kernels satisfy the properties of homogeneity, mean

value 0 and Dini-continuity, they satisfy the Hörmander condition, and thus all of

the above theorems. Additionally, the expression Kij for all i, j also satisfies these

three properties. Then both the Riesz kernels and the Kij will satisfy the conditions

of Theorem 2.4.1 and in either case, functions will be mapped from L∞ continuously

to BMO . We will show in the next chapter that the pressure term p(x, t) exists as

a function in the space Bounded Mean Oscillation .
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The Pressure Term

3.1 The Pressure and the Space BMO

The usual assumption on the fluid velocity u in the Navier-Stokes equations is that

u ∈ L2(R3). That is to say that( �
R3

|u(x, t)|2 dx
) 1

2
<∞

This allows for a finite energy:

E(t) =

�
R3

|u(x, t)|2 dx <∞

However, in consideration of functions in the space BMO , we here will concentrate on

functions that are L∞(R3). That is to say for the remainder of this work that we will

set our fluid field u(x, t) such that for all t in a maximal time interval 0 < t < T (f):

u(x, t) ∈ C∞(R3) ∩ L∞(R3) and Dαu(x, t) ∈ L∞(R3)

for all orders α. This allows for an infinite energy. The last chapter established a

pathway to the set of functions of Bounded Mean Oscillation . We now establish the
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fact that the pressure term is indeed a member of this set of functions. In order to

do this, we must establish the conditions required by the theorem 2.4.1. Consider

the (formal) pressure term of the Navier-Stokes equations

p(x, t) ≡ porg(x, t) =
∑
i,j

C0

�
R3

|x− y|−1DiDj(uiuj)(y, t) dy (3.1)

where C0 = 1
4π

. As written, the concern is two fold. First, the behavior of the

integral near the singularity (x = y), and second the slow decay of the integrant for

large values of y. Although this integral may not exist in the classical sense, it can

be shown to exist in the space of functions of Bounded Mean Oscillation .

We will now show that the pressure term can be written as a principal value

integral. The purpose here is to reconstruct the pressure term in a form that will

exploit the results in Chapter 2. By no means are we to assume the classical existence

of the integral, especially if u ∈ L∞(R3).

Lemma 3.1.1. Consider the (formal) pressure term from the Navier-Stokes equa-

tions:

p(x, t) ≡ porg(x, t) =
∑
i,j

C0

�
R3

|x− y|−1DiDj(uiuj)(y, t) dy

The pressure term can be rewritten as

p(x, t) = PV
∑
i,j

C0

�
R3

Kij(x− y)(uiuj)(y, t) dy

where

Kij(x− y) =
(xi − yi)(xj − yj)

|x− y|5

and

Kjj(x− y) =
3(xj − yj)2 − |x− y|2

|x− y|5
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Proof. Fix t in a maximal time interval [0, T ), and fix ρ > 0. We define a C∞ cutoff

function φ where φ(r) = 1 for 0 ≤ r ≤ 1, and φ(r) = 0 for r ≥ 2. We will take φ to

be

φ ≡ φ
( |x− y|

ρ

)
for fixed ρ > 0. We write uiuj = (φuiuj) + [(1− φ)uiuj] and break up the integral.

p(x, t) =
3∑

i,j=1

C0

�
R3

1

|x− y|
DiDj(uiuj)(y, t) dy

=
3∑

i,j=1

C0

�
R3

1

|x− y|
DiDj(φuiuj)(y, t) dy

+
3∑

i,j=1

C0

�
R3

1

|x− y|
DiDj[(1− φ)(uiuj)(y, t) dy

= ploc(x, t) + pglb(x, t)

From here we will suppress the t in out notation. It should be noted that the ”local”

part near the singularity depends on values of u(y) where 0 ≤ |y| ≤ 2ρ, while the

global part depends values of u(y) where |y| ≥ ρ. Now, consider ploc(x). Since φ

vanishes at the boundary, if we integrate by parts the integral at the boundary will

vanish. However, the problem is that if one takes two derivatives of 1/|x − y| we

obtain Kij, where the singularity at y = x is not directly integrable. We will show

that the integral locally exists as a limit for ε→ 0

Fix ε > 0 and consider the integral for our φ

I1(i,j)(ε, x) = C0

�
ε<|x−y|<2ρ

1

|x− y|
DiDj(φuiuj)(y, t) dy

We may integrate Iij(ε, x) by parts twice, using the standard integration by parts

formula (see [7]). Again, it is noted that on the boundary, φ = 0, so the boundary

integrals vanish. We obtain

I1(i,j)(ε, x) = C0

�
ε<|x−y|<2ρ

DiDj

( 1

|x− y|

)
(φuiuj)(y, t) dy
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or

I1,(i,j)(ε, x) = C0

�
ε<|x−y|<2ρ

Kij(x− y)(φuiuj)(y, t) dy

We note that φ = 1 on ε < |x− y| < ρ, so we break up the integral into two pieces:

I1(i,j)(ε, x) = C0

�
ε<|x−y|<2ρ

Kij(x− y)(φuiuj)(y, t) dy

= C0

�
ε<|x−y|<ρ

Kij(x− y)(uiuj)(y, t) dy

+ C0

�
ρ<|x−y|<2ρ

Kij(x− y)(φuiuj)(y, t) dy

= T1(i,j)(ε, x) + T2(i,j)(ε, x)

Now T2(i,j)(ε, x) exists regardless of ε. Our main concern is T1.

Concerning T1, the term Kij defined by (3.7), (3.8), and (3.9), is a Calderón

-Zygmund Kernel (see Definition 2.2.7). In particular, it has mean value zero on the

three dimensional unit sphere S2. This is due to the fact that from Lemma A.1.2

�
S2

(yi)(yj) dσ(y) = 0

for i 6= j and

�
S2

3(yi)
2 − |y|2

|y|2
dσ(y) = 0

for i = j. If S2
x,a = {y : |x− y| = a} is the surface of the sphere of radius a centered

at x, we then find that

�
S2x,a

(xi − yi)(xj − yj) dσ(y) = 0 (3.2)

for i 6= j and

�
S2x,a

3(xi − yi)2 − |x− y|2

|x− y|2
dσ(y) = 0 (3.3)
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for i = j, where σ is the surface measure of the sphere in R3:

σ(S2) = a2ω3 = a2 2(π)
3
2

Γ
(

3
2

)
For (3.2) and (3.3), this is just the unit sphere in R3 shifted to the center at x instead

of 0, with a scaling factor of a2.

For any i, j where 1 ≤ i, j ≤ 3, we note that in view of our assumptions (uiuj)(x, t)

and its’ derivatives exist for all x ∈ R3. We have

ρ2ω3

�
∂B(x,ρ)

(xi − yi)(xj − yj)(uiuj)(x)

|x− y|5
dσ(y) = 0 (3.4)

Similarly, for ε > 0, we have

ε2ω3

�
∂B(x,ε)

(xi − yi)(xj − yj)(uiuj)(x)

|x− y|5
dσ(y) = 0 (3.5)

Let A be the set B(x, ρ)\B(x, ε) = {y : ε < |x−y| < ρ}, and let ∂A be the boundary.

Subtracting (3.4) and (3.5) we find that

ω3(ρ2 − ε2)

�
∂A

(xi − yi)(xj − yj)(uiuj)(x)

|x− y|5
dσ(y) = 0

We note that by polar coordinates�
A

(xi − yi)(xj − yj)(uiuj)(x)

|x− y|5
dy = C(ρ, ε)

�
∂A

(xi − yi)(xj − yj)(uiuj)(x)

|x− y|5
dσ(y) = 0

where C(ρ, ε) = ω3(ρ2 − ε2). We first write

T1(i,j)(ε, x) = C0

�
ε<|x−y|<ρ

Kij(x− y)(uiuj)(y, t) dy

= C0

�
A

(xi − yi)(xj − yj)
|x− y|5

(uiuj)(y) dy

= C0

�
A

(xi − yi)(xj − yj)
|x− y|5

(uiuj)(y) dy − 0

= C0

�
A

(xi − yi)(xj − yj)
|x− y|5

(uiuj)(y) dy

− C0

�
A

(xi − yi)(xj − yj)
|x− y|5

(uiuj)(x) dy

= C0

�
A

(xi − yi)(xj − yj)
|x− y|5

[(uiuj)(y)− (uiuj)(x)] dy

42



Chapter 3. The Pressure Term

Now we will use the fact that u ∈ C∞(R3)∩L∞(R3), and the transformation to polar

coordinates to produce our results.

|T1(i,j)(ε, x)| =
∣∣∣C0

�
A

(xi − yi)(xj − yj)
|x− y|5

[(uiuj)(y)− (uiuj)(x)] dy
∣∣∣

≤ C0

�
A

∣∣∣(xi − yi)(xj − yj)|x− y|5
∣∣∣ · |(uiuj)(y)− (uiuj)(x)| dy

≤ C0

�
A

1

|x− y|3
· |(uiuj)(y)− (uiuj)(x)| dy

We may now suitably bound the integral if we can determine a bound for (uiuj)(y)−

(uiuj)(x).

Considering the expression |(uiuj)(y)− (uiuj)(x)|. we may write

|(uiuj)(y)− (uiuj)(x)| = |ui(y)uj(y)− ui(x)uj(x)|

= |ui(y)uj(y)− ui(x)uj(y) + ui(x)uj(y)− ui(x)uj(x)

≤ |uj(y)| · |ui(y)− ui(x)|+ |ui(x)| · |uj(y)− uj(x)|

≤ C‖u‖∞|u(y)− u(x)|

Define

ψ(t) = u((1− t)x+ ty)

Then ψ(1) = u(y), ψ(0) = u(x), and ψ′(t) = −∇u((1− t)x + ty) · (x− y). We note

that

|u(y)− u(x)| = |ψ(1)− ψ(0)|

=
∣∣∣ � 1

0

ψ′(t) dt
∣∣∣

≤ max
0≤t≤1

|ψ′(t)|

≤ |x− y| · ‖∇u‖∞
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by the Cauchy-Schwarz inequality and the Mean Value Theorem. We now have

|(uiuj)(y)− (uiuj)(x)| ≤ C‖u‖∞|u(y)− u(x)|

≤ C‖u‖∞|x− y| · ‖∇u‖∞

= C‖u‖∞‖∇u‖∞|x− y|

In view of our assumptions on u and Du, both ‖u‖∞ and ‖∇u‖∞ are finite. We may

now properly bound |T1(i,j)(ε, x)|.

Returning to T1(i,j)(ε, x), and converting to polar coordinates, we now compute

|T1(i,j)(ε, x)| ≤ C0

�
A

1

|x− y|3
· |(uiuj)(y)− (uiuj)(x)| dy

≤ C0C1

�
A

1

|x− y|3
‖u‖∞‖∇u‖∞|x− y| dy

= C0C1‖u‖∞‖∇u‖∞
�
A

1

|x− y|3
· |x− y| dy

≤ C2

�
A

1

|x− y|2
dy

= C2ω2

� ρ

ε

1

r2
r2 dr

= C(ρ− ε)

Then

lim
ε→0
|T1(i,j)(ε, x)| ≤ lim

ε→0
C(ρ− ε)

= C(ρ− 0)

= Cρ

< ∞

again for fixed x and ρ > 0. Finally summing over all 1 ≤ i, j ≤ 3:

lim
ε→0

∑
i,j

|T1(i,j)(ε, x)| ≤ Cρ
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for fixed x and ρ.

If i = j, then we use�
S2x,a

3(xj − yj)2 − |x− y|2

|x− y|2
dσ(y) = 0

to obtain

C(ρ, ε)

�
A

3(xj − yj)2 − |x− y|2

|x− y|5
[(ujuj)(y)− (ujuj)(x)] dy

We observe that∣∣∣3(xj − yj)2 − |x− y|2

|x− y|5
∣∣∣ ≤ C|x− y|2

|x− y|5
≤ C

|x− y|3

and also

|(ujuj)(y)− (ujuj)(x)| = |u2
j(y)− u2

j(x)| ≤ C‖u‖∞|u(y)− u(x)|

so that by a similar integration the requisite bound is obtained in the case i = j. In

any case

lim
ε→0

∑
i,j

|T1(i,j)(ε, x)| ≤ Cρ (3.6)

for all 1 < i, j < 3, for fixed x, and ρ.

A quick computation on T2(i,j)(ε, x) reveals

|T2(i,j)(ε, x)| ≤ C ln 2

where C depends on φ and ‖u‖∞. This computation is independent of ε. Given

equation (3.6), we have

lim
ε→0
|I1(i,j)(ε, x)| ≤ lim

ε→0
|T1(i,j)(ε, x) + T2(i,j)(ε, x)| <∞

by the triangle inequality. The limit as ε→ 0 exists and is finite. Summing over all

1 ≤ i, j ≤ 3:

lim
ε→0

∑
i,j

|I1(i,j)(ε, x)| <∞
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Let

I1(i,j)(x) = C0

�
B(x,2δ)

Kij(x− y)(φuiuj)(y, t) dy

Then

ploc(x) =
3∑

i,j=1

I1(i,j)(x)

As ε → 0, I1(i,j)(ε, x) → I1(i,j)(x), as a principal value integral. We sum over all

1 ≤ i, j ≤ 3 to produce

ploc(x) =
∑
i,j

I1(i,j)(x)

= lim
ε→0

∑
i,j

I1(i,j)(ε, x)

= PV
∑
i,j

I1(i,j)(x)

= PV
∑
i,j

C0

�
R3

Kij(x− y)φ(uiuj)(y, t) dy

For pglb(x), the argument is much simpler. Given φ and for fixed ε > 0 let

I2(i,j)(x, ε) = C0

�
|x−y|>ρ>ε

1

|x− y|
DiDj[(1− φ)(uiuj)](y, t) dy

and

I2(i,j)(x) = C0

�
|x−y|>ρ>0

Kij(x− y)[(1− φ)(uiuj)](y, t) dy

Letting ε → 0, I2(i,j)(x, ε) becomes I2(i,j)(x), and summing over all 1 ≤ i, j ≤ 3,

I2(i,j)(x) is pglb(x). We integrate I2(i,j)(x, ε) by parts, again noting at the boundary

that φ = 1, so that 1 − φ = 0, resulting in the integral at the boundary vanishing.

We then have

I2(i,j)(x, ε) = C0

�
|x−y|>ρ>ε

Ki,j(x− y)[(1− φ)(uiuj)](y, t) dy
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As ε→ 0 and summing over all 1 ≤ i, j ≤ 3 we obtain:

lim
ε→0

∑
i,j

I2(i,j)(ε, x) = PV
∑
i,j

I2(i,j)(x) = PV pglb(x)

So we may write pglb(x) as a principal value integral

pglb(x) = PV pglb(x)

We may now recombine ploc(x) and pglb(x) to produce

p(x, t) = ploc(x, t) + pglb(x, t)

= PV
3∑

i,j=1

C0

�
R3

Kij(x− y)(φuiuj)(y, t) dy

= PV
3∑

i,j=1

C0

�
R3

Kij(x− y)[(1− φ)uiuj](y, t) dy

= PV
3∑

i,j=1

C0

�
R3

Kij(x− y)uiuj(y, t) dy

This is the required result.

We note that in the above proof, the trick was to consider a region very close

to the singularity and demonstrate that the singularity was integrable in a principal

value sense-that is, the singularity was integrable by essentially encapsulating it in

a ball of radius ε, and showing that the integral ”locally” was finite as ε→ 0.

The principal value expression of the pressure is a little better than the original in

terms of its behavior as y approaches infinity. almost integrable. However, due to the

slow decay on y, this integral may fail to exist in the classical sense if u ∈ L∞(R3).

The pressure term can be shown to exist in the space of functions of Bounded Mean

Oscillation .
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Consider now

p(x, t) = PV
∑
i,j

C0

�
R3

Kij(x− y)(uiuj)(y, t) dy

The term Kij(x− y), the kernel, is of the form

Kij(x) =
Ωij(x)

|x|3
(3.7)

By observation, we obtain

Ωij(x)
xixj
|x|2

, (3.8)

for i 6= j,

Ωjj(x) =
3x2

j − |x|2

|x|2
(3.9)

for i = j. The conclusions that for all 1 ≤ i, j ≤ 3 the term Ωij(x) is Dini continuous,

has mean value zero around the unit sphere, and is homogeneous of degree 0 are

proved in Theorem A.2.2 (see definitions 2.2.5, 2.2.6 and 2.2.9). Thus we can now

prove the following:

Proposition 3.1.1. Consider the Poisson pressure solution from the Navier-Stokes

equations

p(x, t) = PV
∑
i,j

C0

�
R3

Kij(x− y)(uiuj)(y, t) dy

where u ∈ C∞(R3)∩L∞(R3), and Dαu ∈ L∞(R3) for all orders α. The (formal) pres-

sure term in the Navier-Stokes equations is a function of bounded mean oscillation

(BMO).

Proof. Let

g(y, t) = (uiuj)(y, t)
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where 1 ≤ i, j ≤ 3. We note that

|g(y, t)| = |(uiuj)(y, t)|

≤ |ui(y, t)| · |uj(y, t)|

≤ ‖u‖2
∞

Since u ∈ L∞(R3), we have ‖g‖∞ ≤ ‖u‖2
∞ is finite and g ∈ L∞(R3). Recall that the

(formal) pressure term in the Navier-Stokes equation:

p(x, t) =
∑
i,j

C0

�
R3

|x− y|−1DiDj(uiuj)(y, t) dy

= PV
∑
i,j

C0

�
R3

Kij(x− y)g(y, t) dy

where

Kij(x) =
Ωij

|x|3

and

Ωij(x) =
xixj
|x|2

for i 6= j,

Ωjj(x) =
3x2

j − |x|2

|x|2

for i = j. It was established in Theorem A.2.2 that the Ωij(x) were homogeneous

of degree zero for all i, j, Ωij(x) had mean value zero on the unit sphere, and that

Ωij(x) are Dini continuous. Thus the functions Kij are clearly Calderon-Zygmund

kernels from Definition 2.2.7. Since for all i, j the function g(y, t) = (uiuj)(y, t) is

L∞, the conditions of Theorem 2.4.1 are satisfied, and we have that for all i, j the

integrals

PV C0

�
R3

Kij(x− y)(uiuj)(y, t) dy
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lie in the space of functions of bounded mean oscillation (BMO). Clearly then the

sum over all i, j of these integrals:

p(x, t) = PV
∑
i,j

C0

�
R3

Kij(x− y)(uiuj)(y, t) dy

must also lie in the space as the sum is finite. Thus the pressure term from the

Navier-Stokes equation is in the space BMO .

It is clear that the pressure term is bounded in the sense BMO . The next section

will establish a refinement of the pressure term that will allow us to determine the

viability of L∞ functions as solutions to the Navier-Stokes equations.

3.2 A Slight Modification

It is here we will turn our attention to the pressure term as the central object of

study in the Navier-Stokes equations. We have discussed in Section 1.1 the paths

taken by Giga ([13], [14], [15] as well as Kato ([21], [22]). Again, their paths were of

more of a distributional (weak) concentration. Others, like Majda (see [31]), turned

to the vorticity (Leray) formulation, where the pressure is entirely removed from

the Navier-Stokes equation. However, the pressure is an important part of fluid

mechanics. While removing it might be supported by the mathematical necessity of

solving the equation, it still is present. It isn’t going anywhere.

To that end, perhaps a study of it’s close relative, the compressible Navier-Stokes

may shed some light. In 1988, Kreiss, Lorenz, and Naughton ([27]) explored the

compressible Navier-Stokes equations in a periodic case. For a small Mach number,

they proved that the solution of the compressible equations consists of the solutions

to the incompressible case plus a function that is ”highly oscillatory in time” and

can be described by wave equations (in local time). It was noted that this wave
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equation part could be suppressed by an initialization ([27], [26]). It was shown that

the incompressible Navier-Stokes equations were a limit of the compressible case as

the Mach number tends to zero.

There is no ”free constant” in the compressible case. In the incompressible limit,

the idealized constant becomes arbitrary which is not meaningful for physical rea-

sons. However, since only space derivatives appear in the pressure term of the incom-

pressible Navier-Stokes equations, then adding a judiciously chosen time-dependent

constant will not matter. In this work, we construct a pressure for the incompressible

Navier-Stokes equations that does not contain a free constant. In future work, we

will address how the constructed pressure is related to the pressure that one obtains

from the compressible equations as the Mach number tends to zero.

A further justification for the addition of a time-dependent constant to the formal

solution of the Poisson pressure equation incorporates elements of singular integral

theory, and the theory of the space of functions of BMO . Applying the modification

of a constant will allow us to properly address the results of the Kreiss–Lorenz paper.

Again, to reaffirm, all Proposition 3.1.1 does is to state that the singular integral

that is the pressure p exists as a function Bounded Mean Oscillation . The integral

may fail to exist, but through a limiting process we can control the growth over any

cube or ball so that the integral

sup
Q

1

|Q|

�
Q

|p(y)− pQ| dy <∞

over all cubes (or balls) Q. As was mentioned in Chapter 2, functions identified in

the space BMO differ by a constant. So, since p ∈ BMO , we can add any time

dependent constant C(t) to p without changing the element in the space. Since the

pressure term lies in BMO , p+ C(t) will also lie in the space, and

‖p+ C(t)‖BMO = ‖p‖BMO
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Also, from Theorem 2.4.1 as

p(x, t) = PV
∑
i,j

C0

�
R3

Kij(x− y)(uiuj)(y, t) dy

we have

‖p‖BMO ≤ C‖u‖2
∞

which is finite in view of our assumption that u ∈ L∞(R3). Then we may conclude

that

‖p+ C(t)‖BMO = ‖p‖BMO ≤ C‖u‖2
∞

For physical reasons this is not meaningful, but mathematically this will allow us to

modify the pressure solution without changing its underlying structure.

In Chapter 2 we observed that one of the conditions that was instrumental in

proving that a function lies in the space BMO was the Hörmander condition (see

Definition 2.3.6)

sup
|x|>0

�
|y|>2|x|

|K(x− y)−K(y)| dy ≤ A.

This gives us a bit of hope in trying to find a slight modification of the (formal)

Poisson pressure term that will work even if u is L∞, but not necessarily L2. In

addition, the proof of Theorem 2.4.1 gave us an idea on how to deal with such

(possibly) unbounded integrals. First recall that the (formal) pressure term of the

Navier-Stokes equations is given by

p(x, t) =
∑
i,j

C0

�
Kij(x− y)(uiuj)(y, t) dy (3.10)

We will now suppress the time t in our notation. The term Kij(x− y), the kernel, is

of the form

Kij(x) =
Ωij

|x|3
,
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where the term Ωij(x) is given by

Ωij(x) =
xixj
|x|2

for i 6= j,

Ωjj(x) =
3x2

j − |x|2

|x|2

for i = j, where

C0 =
1

4π

We will now define the modification.

Definition 3.2.1. Let (u, p) be a solution to the Navier-Stokes equations, and sup-

pose that u ∈ L∞(R3) ∩ C∞(R3), with Dαu ∈ L∞(R3) for all orders α, and where

t ∈ [0, T ) for a finite T ∈ R. The modified Poisson pressure is given by

p∗(x, t) =
∑
i,j

C0

�
[Kij(x− y)−Kij(y)](uiuj)(y, t) dy (3.11)

where C0 = 1
4π

and the kernel Kij is given by equations (3.7), (3.8), and (3.9)

We will now show that the integral defined in (3.11) exists. The singularities at

y = 0 and y = x will be shown to not be a problem by using the fact that u is a

C∞ function. We will be able to show that the integral exists as a principal value

integral. The following lemma will be needed (see for example [29] or [10]):

Lemma 3.2.1. Suppose that Ki,j(y) is the kernel described by equations (3.7), (3.8),

and (3.9). Then for |y| > 2|x|

|Kij(y − x)−Kij(y)| ≤ C|x|
|y|4

Proof. We note here that we may write:

Kij(x− y) =
Ωij

|x− y|3
=

Ωij

|y − x|3
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Let

ψ(t) = Kij(y − tx), 0 ≤ t ≤ 1

Then

|Kij(y − x)−Kij(y)| = |ψ(1)− ψ(0)| =
∣∣∣� 1

0

ψ′(t) dt
∣∣∣

≤ max
0≤t≤1

|ψ′(t)|

Since

ψ′(t) = −x · ∇Kij(y − tx)

by the Cauchy-Schwarz inequality

|ψ′(t)| ≤ |x||∇Kij(y − tx)| ≤ C|x|
|y − tx|4

Also, as 0 ≤ t ≤ 1, we have:

|y − tx| ≥ |y| − t|x| ≥ |y| − |x| ≥ 1

2
|y|

Thus

1

|y − tx|
≤ 2

|y|

and

1

|y − tx|4
≤ 16

|y|4

whence

|Kij(y − x)−Kij(y)| ≤ max
0≤t≤1

|φ′(t)| ≤ C|x|
|y − tx|4

≤ C|x|
|y|4

Thus we obtain:

|Kij(y − x)−Kij(y)| ≤ C|x|
|y|4

for |y| > 2|x|
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We now proceed with the theorem.

Theorem 3.2.1. Suppose that (u, p) is a solution to the Navier-Stokes equations,

and suppose that u ∈ L∞(R3) ∩ C∞(R3), with Dαu ∈ L∞(R3) for all orders α, and

where t ∈ [0, T ) for a finite T ∈ R. If

p∗(x, t) = PV
∑
i,j

C0

�
R3

[Kij(x− y)−Kij(y)](uiuj)(y, t) dy

is the modified Poisson pressure (Definition 3.2.1), where Kij(y) is defined by (3.7),

(3.8), and (3.9). then p∗(x, t) exists; that is p∗ <∞.

Proof. First, if x = 0, the p∗(x, t) = 0, and there is nothing to prove. So fix x 6= 0,

and let t ∈ [0, T ), with T ∈ R, and T > 0. Let 1 ≤ i, j ≤ 3, and fix R > 0 large

enough so that R > 2|x|. It was noted for a fixed ρ > 0 that

lim
ε→0

∑
i,j

C0

�
ε<|x−y|<ρ

Kij(x− y)(uiuj)(y, t) dy <∞ (3.12)

in the proof of Lemma 3.1.1. Using the same argument of Lemma 3.1.1, we can also

show that

lim
ε→0

∑
i,j

C0

�
ε<|y|<ρ

Kij(y)(uiuj)(y, t) dy <∞ (3.13)

as well. It is essentially same argument with x = 0. This means that the singularities

both at 0 and x are integrable.

Next, consider y far from 0 or x, say |y| > 2|x|. Suppressing the t in our notation,

we now reconsider Iglb where

Iglb(i, j) = C0

�
R>|y|>2|x|

[Kij(x− y)−Kij(y)](uiuj)(y, t) dy
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and recall Lemma 3.2.1. With a change to polar coordinates we compute:

|Iglb(i, j)| =
∣∣∣C0

�
R>|y|>2|x|

[Kij(x− y)−Kij(y)](uiuj)(y) dy
∣∣∣

≤ C0‖u‖2
∞

∑
i,j

�
R>|y|>2|x|

|Kij(x− y)−Kij(y)| dy

= C0C1

�
R>|y|>2|x|

C|x|
|y|4

dy

≤ C0C1C|x|
�
R>|y|>2|x|

1

|y|4
dy

≤ C2|x|
� R

2|x|

1

r2
dr

= C2|x|
[ 1

2|x|
− 1

R

]
= C2

(1

2
− |x|

R

)

Then

lim
R→∞

|Iglb(i, j)| ≤ lim
R→∞

C2

(1

2
− |x|

R

)
≤ C3

so that

Iglb = lim
R→∞

∑
i,j

Iglb(i, j) <∞ (3.14)

Thus Iglb is finite for large values of R > 2|x|.

We now consider the overall integral. Define a C∞ cutoff function φ with φ(r) = 1

for 0 ≤ r ≤ 1 and φ(r) = 0 for r ≥ 2. Write φ as

φ ≡ φ
( |y|
|x|

)
.
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Further, we start off by restricting ourselves to the region A = {y : ε < |y| < R}.

We consider the following:

Iε,R(x) =
∑
i,j

C0

�
A

[Kij(x− y)−Kij(y)](uiuj)(y, t) dy

=
∑
i,j

C0

�
A

[Kij(x− y)−Kij(y)]φ(uiuj)(y, t) dy

+
∑
i,j

C0

�
A

[Kij(x− y)−Kij(y)](1− φ)(uiuj)(y, t) dy

= Iloc(ε,R)(x) + Iglb(ε,R)(x)

since Iloc(ε, R) depends on values of u(y) for r < 2, and Iglb(ε, R) depends on values

of u(y) for r > 1. For Iloc, the region under consideration is {y : ε < |y| < 2|x|}.

Iloc(ε,R)(x) =
∑
i,j

C0

�
ε<|y|<2|x|

[Kij(x− y)−Kij(y)]φ(uiuj)(y, t) dy

=
∑
i,j

C0

�
ε<|y|<2|x|

Kij(x− y)φ(uiuj)(y, t) dy

+
∑
i,j

C0

�
ε<|y|<2|x|

Kij(y)φ(uiuj)(y, t) dy

=
∑
i,j

T1(i, j) + T2(i, j)

First consider T2(i, j). As ε → 0, T2(i, j) is just equation (3.13) with ρ = 2|x| since

the singularity is integrable. This yields

lim
ε→0

∑
i,j

T2(i, j) <∞

For T1(i, j), consider

lim
ε→0

C0

�
ε<|x−y|<2|x|

Kij(x− y)φ(uiuj)(y, t) dy <∞
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from the proof of Lemma 3.1.1 with ρ = 2|x| < R. Since |x − y| < |x|, |y| − |x| <

|x− y|+ |x| − |x| = |x− y| < |x|, and since by definition 0 ≤ φ ≤ 1:

T1(i, j) = C0

�
ε<|y|<2|x|

Kij(x− y)φ(uiuj)(y, t) dy

= C0

�
ε<|y|−|x|<|x|

Kij(x− y)φ(uiuj)(y, t) dy

≤ C0

�
ε<|x−y|<|x|

Kij(x− y)φ(uiuj)(y, t) dy

≤ C0

�
ε<|x−y|<2|x|

Kij(x− y)φ(uiuj)(y, t) dy

≤ C0

�
ε<|x−y|<2|x|

Kij(x− y)(uiuj)(y, t) dy

Then, using equation (3.12), as ε→ 0:

lim
ε→0

∑
i,j

T1(i, j) <∞

Thus, as ε→ 0, Iloc(ε,R)(x) <∞ for fixed x. Then, as R→∞:

Iloc =
∑
i,j

C0

�
0<|y|<2|x|

[Kij(x− y)−Kij(y)]φ(uiuj)(y, t) dy <∞

Next, Iglb(ε, R) can by written as

Iglb(ε,R)(x) =
∑
i,j

C0

�
|y|>|x|

[Kij(x− y)−Kij(y)](1− φ)(uiuj)(y, t) dy

=
∑
i,j

C0

�
B(0,2|x|)\B(0,|x|)

[Kij(x− y)−Kij(y)](1− φ)(uiuj)(y, t) dy

+
∑
i,j

C0

�
2|x|<|y|<R

[Kij(x− y)−Kij(y)](uiuj)(y, t) dy

= J1(ε, R) + J2(ε, R)

As ε → 0, both integrals exist on sets outside the singularities. As R → ∞ J1 is

bounded on the annulus {y : |x| < |y| < 2|x|}. Finally, J2(ε, R) is just the result
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(3.14) as R approaches infinity. So as R → ∞, the sum Iloc(ε,R)(x) is finite by fiat,

and Iglb(ε,R)(x) is finite via (3.14). Thus as ε→ 0, R→∞, and for fixed x:

Iε,R(x) <∞

This is precisely the pressure term, and we finally have

p∗(x, t) = PV
∑
i,j

C0

�
[Kij(x− y)−Kij(y)](uiuj)(y, t) dy <∞

We note that

Corollary 3.2.1. Theorem 3.2.1 is valid if one replaces

Kij(x− y)−Kij(y)

with

Kij(x− y)−Kij(x0 − y)

for a fixed x0 ∈ R3

Proof. The proof is the same as Theorem 3.2.1, but instead of using B = B(0, ρ) \

B(0, ε) we replace B with B = B(x0, ρ)\B(x0, ε), for a point x0 in R3. Without loss

of generality we may shift x0 to 0, and the theorem still holds.

Now that we have a candidate for a pressure term that actually exists, it remains

to prove that it actually solves the Poisson pressure equation. We now turn to that

task.
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3.3 The Relation of p∗ to the Poisson Pressure

Equation

We realize from the definition 3.2.1 that essentially p∗(x, t) can be simply written as

p∗(x, t) = p(x, t)− C(t) (3.15)

in the sense of functions of BMO , since

p∗(x, t) =
∑
i,j

C0

�
[Kij(x− y)−K(y)](uiuj)(y, t) dy

=
∑
i,j

C0

�
Kij(x− y)(uiuj)(y, t) dy −

∑
i,j

C0

�
Kij(y)(uiuj)(y, t) dy

= p(x, t)− C(t)

that is, our modification is simply the original (formal) pressure modified by the

addition of a time dependent constant. Additionally note that, as always, the above

exists as a principal value integral. However, this ”split” may not exist in the classical

sense. We now prove

Theorem 3.3.1. Let

p∗(x, t) = PV
∑
i,j

1

4π

�
R3

[Kij(x− y)−Kij(y)](uiuj)(y, t) dy

Then p∗ is a solution to the Poisson pressure equation

−∆p(x, t) =
∑
i,j

(Diuj)(Djui)(x, t)

Proof. We begin by applying Dk,x(p
∗(x, t)) under the integral sign, and writing C0 =

1
4π

. Once again, we will use a C∞ cutoff function φ(r) with φ(r) = 1 for 0 ≤ r ≤ 1 and

0 for r > 2. We shall take φ ≡ φ(|x−y|). Suppressing the t in our notation, we write

(uiuj)(y, t) = (uiuj)(y). Using φ, we may write uiuj = φ(uiuj)(y)+(1−φ)(uiuj)(y) =
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g1(x, y) + g2(x, y). We must be careful here; we can’t simply split the integrals and

take derivatives separately, since separately the integrals may not exist. We do all

of our work under the integral sign.

To this end, we write

M(x, y) = [Kij(x− y)−Kij(y)](uiuj)(y)

and apply Dk,x to this expression.

Dk,x(M(x, y)) = Dk,x([Kij(x− y)−Kij(y)](uiuj)(y))

= Dk,x(Kij(x− y)(uiuj)(y))−Dk,x(Kij(y)(uiuj)(y))

= Dk,x(Kij(x− y)(uiuj)(y))

= Dk,x(Kij(x− y)(g1(x, y) + g2(x, y)))

= Dk,x(Kij(x− y)(g1(x, y)) +Dk,x(Kij(x− y)(g2(x, y)))

= Dk,x(Kij(x− y)(φ(uiuj)(y)) +Dk,x(Kij(x− y)[(1− φ)(uiuj)(y)])

Then we produce

Dk,x(p
∗(x)) = PV

∑
i,j

Dk,x

(
C0

�
R3

[Kij(x− y)−Kij(y)](uiuj)(y) dy
)

= PV
∑
i,j

Dk,x

(
C0

�
R3

M(x, y) dy
)

= PV
∑
i,j

C0

�
R3

Dk,x(M(x, y))

= lim
ε→0

∑
i,j

C0

�
|x−y|>ε

Dk,x[Kij(x− y)(φ(uiuj)(y))] dy

+ lim
ε→0

∑
i,j

C0

�
|x−y|>ε

Dk,xKij(x− y)[(1− φ)(uiuj)(y)] dy

= lim
ε→0

(I1(x, ε) + I2(x, ε))

We will now break up I1 and I2 into suitable pieces to apply another spatial derivative.
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We consider I1(x, ε) first. It depends only on those values of u(y) where |x−y| < 2.

Since φuiuj is a function of compact support, we may employ the same integration

by parts procedure found in Evans ([7]). We observe that the derivative for I1 exists

on ε < |x− y| < 2. We now compute:

lim
ε→0

I1(x, ε) = lim
ε→0

∑
i,j

C0

�
|x−y|>ε

Dk,x[Kij(x− y)(φ(uiuj)(y))] dy

= lim
ε→0

∑
i,j

Dk,x

(
C0

�
ε<|x−y|<2

[Kij(x− y)(φ(uiuj)(y))] dy
)

= lim
ε→0

∑
i,j

Dk,x

(
C0

�
ε<|x−y|<2

1

|x− y|
(DiDjφuiuj(y)) dy

)
= lim

ε→0

∑
i,j

C0

�
ε<|x−y|<2

Dk,x[|x− y|−1(DiDjφuiuj(y))] dy

= lim
ε→0

C0

�
ε<|x−y|<2

Dk,x[|x− y|−1
∑
i,j

(DiDjφuiuj)(y)] dy

= lim
ε→0

C0

�
ε<|x−y|<2

Dk,x[|x− y|−1G(y)] dy

= C0

�
0<|x−y|<2

Dk,x[|x− y|−1G(y)] dy

where G(y) is given by

G(y) =
∑
i,j

(DiDjφuiuj)(y)

and G(y) is a function of compact support. As before, the singularity is integrable

at x = y, and we may now write

I1(x) = C0

�
0<|x−y|<2

Dk,x[|x− y|−1G(y)] dy

= C0

�
0<|x−y|<1

Dk,x[|x− y|−1G(y)] dy

+ C0

�
1<|x−y|<2

Dk,x[|x− y|−1G(y)] dy

= J1(x) + J2(x)
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As is well known (for example [7] or [17]) for G(y) of compact support

−∆x(J1(x)) = G(x) (3.16)

and, for sets not containing the singularity we observe that

∆x(J2(x)) = 0 (3.17)

We can do the same thing with I2(x, ε). We split the integral into two pieces one

with 1− φ, until |x− y| = 2, and then 1− φ = 1. Using this information and φ, we

may actually break up Dk,x(p
∗(x)) into three integrals: One on the region B(x, 1),

one on the annulus {1 < |x− y| < 2}, and |x− y| > 2. Now φ = 1 until |x− y| = 1;

then it decreases toward 0. 1 − φ, on the other hand, is 0 until |x − y| = 1; then it

increases to 1. We reintegrate J2(x) by parts to obtain

J2(x) =
∑
i,j

C0

�
1<|x−y|<2

Dk,x[Kij(x− y)(φ(uiuj)(y))]

again using φ.

Splitting the integrals I1 and I2 into their respective ”main pieces” plus pieces

on the annulus. The derivatives of the principal value integrals can now be written:

Dk,x(p
∗(x)) = J1(x) + J2(x) + I2(x)

= C0

�
0<|x−y|<1

Dk,x[|x− y|−1G(y)] dy

+
∑
i,j

C0

�
1<|x−y|<2

Dk,x[Kij(x− y)(φ(uiuj)(y))]

+
∑
i,j

C0

�
1<|x−y|<2

Dk,x[Kij(x− y)(1− φ)(uiuj)(y)] dy

+
∑
i,j

C0

�
|x−y|>2

Dk,x[Kij(x− y)(uiuj)(y))]

= Dk,xploc(x) +Dk,x(pannulus(x)) +Dk,x(pglb(x))
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Applying another space derivative Dk,x to each piece summing over all 1 ≤ k ≤ 3 we

may write

∆x(p
∗(x)) = ∆x(ploc(x)) + ∆x(pannulus(x)) + ∆x(pglb(x))

First, as cited above ([7] or [17]),

∆x(ploc) = ∆x(J1(x)) = −
∑
i,j

(Diuj)(Djui)(x, t)

Additionally, (from [7] or [17]), it is also known that for values of y far from x

∆x
1

|x− y|
= 0

This is also true for the derivatives of the kernel 1/|x− y| as well so that

∆x(Kij(x− y)) = 0

for |x− y| > 1. Thus, on the annulus the same result applies. We now have:

∆x(p
∗(x)) = ∆x(ploc(x) + psd(x) + pglb(x)))

= ∆x(p
∗
loc(x)) + ∆(psd(x)) + ∆x(p

∗
glb(x))

=
∑
i,j

(DiDjuiuj)(x, t) + 0 + 0

=
∑
i,j

(DiDjuiuj)(x, t)

= −
∑
i,j

(DiujDjui)(x, t)

Thus p∗(x, t) is a solution to the Poisson Pressure equation.

We now state a prescient fact:

Corollary 3.3.1. p∗(x, t) is in the space BMO
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Proof. From Proposition 3.1.1 p(x, t) is in BMO . From [39] or [40] if C is a constant,

then C is in the space BMO . The integral

PV
∑
i,j

C0

�
R3

[Kij(y)(uiuj)(y))] dy

exists in the space BMO as a constant. The sum or difference of two BMO functions

is BMO. Thus p∗(x, t) is in BMO.

In closing off this chapter it should be noted that the observation that the (formal)

pressure term p(x, t) lies in the space BMO has been made elsewhere; see for example,

[13], or [14]. The main aim here was to facilitate certain techniques similar to those

used to prove 2.4.1 to ”even out” the pressure term and allow it to exist for functions

that are both L∞ and C∞. In the next chapter we turn to using the pressure

modification to establish the bounds of the original Kreiss–Lorenz paper.
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The Kreiss–Lorenz

Paper-Establishing Methodology

4.1 The Kreiss–Lorenz Paper: An Overview

The original Kreiss–Lorenz paper began with auxiliary results for the heat equation,

which will be reviewed in section 4.2. From here, a procedure was established in the

following section to establish bounds in maximum norm for parabolic systems

ut = ∆u+Dig(u)

with initial condition

u(x, 0) = f(x) f ∈ L∞(Rn)

on a time interval 0 ≤ t < T (f). It is well-known that the solution is C∞ in a

maximal interval 0 ≤ t < T (f) where 0 < T (f) ≤ ∞. The main assumptions

here were that u was a solution of the inhomogeneous heat equation and that g was

quadratic in u. The results established were similar to those later in the paper for the
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Navier-Stokes equations. For the initial results in the parabolic case, it was shown

that under the assumptions given on f and g, that there is a constant c0 > 0 with

T (f) >
c0

‖f‖2
∞

and

‖u(x, t)‖ ≤ 2‖f‖∞ for 0 ≤ t ≤ c0

‖f‖2
∞

Additionally, it was shown that for every j = 1, 2, . . . that there is a constant Kj > 0

with

tj/2‖Dju(x, t)‖∞ ≤ Kj‖f‖∞ for 0 ≤ t ≤ c0

‖f‖2
∞

where c0 and Kj are independent of t and f . The paper then turned its attention to

the Navier-Stokes equations (1.1) and (1.2). Bounds were established for the pressure

locally, and both locally and globally for the measure of all space derivatives of the

pressure in maximum norm:

‖ploc‖∞ ≤ C(‖u‖2
∞ + δ‖u‖∞‖Du‖∞)

‖Dploc‖∞ ≤ C(δ−1‖u‖2
∞ + δ‖Du‖2

∞)

‖Dpglb‖∞ ≤ Cδ−1‖u‖2
∞

An implied induction argument indicated that there was a constant c0 independent

of t and f such that

tj/2‖Dju(x, t)‖∞ ≤ Kj‖f‖∞ for 0 < t ≤ c0

‖f‖2
∞

It should be noted here that the theorems proved in the paper involving the

pressure term should have, in actuality, involved (3.11). Most papers involving the

Navier-Stokes equations involve a finite energy; that is u ∈ L2, which allows for

the existence of the original pressure term. However, in the Kreiss–Lorenz paper the
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velocity field is assumed to be such that u ∈ C∞(R3)∩L∞(R3), but not necessarily in

L2, which allows for an infinite energy. The end result is that while the pressure term

exists locally, the global existence is in doubt. This was not adequately addressed in

the original paper. While one could use the BMO norm to bound the pressure field

p, the most one can hope for using this norm is a bound only on every ball or cube

in R3; using this norm does nothing to address the behavior over the whole space

R3, where the pressure could diverge for large y in the integral. This is rectified by

the modification discussed in Chapter 3.

What must be implied from the original paper is that there must be sufficient

decay on u to allow the pressure integral to exist globally at all. The goal of this

paper is clear: we must allow for an infinite energy, and guarantee the existence of the

integral globally. This was actually accomplished in Chapter 3. The modification of

the pressure exists over all of R3 as a principal value integral and solves the Poisson

pressure equation. In the following few sections we will revisit the Kreiss–Lorenz

paper. We will once again prove in detail the pertinent results from the paper.

In addition, we will prove statements not proven in the original- for example the

induction proof of the fact that

tj/2‖Dju(x, t)‖∞ ≤ Kj‖f‖∞ for 0 ≤ t ≤ c0

‖f‖2
∞

for all j = 0, 1, 2, . . ..

Some of the proofs in the original Kreiss–Lorenz work were not proved explicitly,

except for the main result. The bounds on ploc, Dploc, and Dpgl were obtained by

bounds on the related integrals and implied bounds on the combination of derivatives

of u and the C∞ cutoff function φ. In this paper we will use our modified Poisson

pressure to prove the required bounds. Appendix D contains the somewhat tedious

calculations on the derivatives of u and φ. The subsequent sections here will derive

the same results as the original paper, but will be presented in more detail. Finally,

the main result, that the derivatives of all orders on u are bounded in maximum
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norm by the initial value function u(x, 0) = f(x). This means that the solution

(u, p) is controlled by the initial value function f .

4.2 The Kreiss–Lorenz Paper: Auxiliary Results

for the Heat Equation

In this section we will review section 2 of the Kreiss–Lorenz paper. Section 2 dis-

cussed auxiliary results of the heat equation. We recall that (see equation (C.1.2) or

[7])

e∆tf = e∆t ∗ f =

�
Rn

1

(4πt)
n
2

e−
|x−y|2

4t f(y) dy

We will take n = 3. If f ∈ L∞(R3), then the solution of

ut = ∆u, u(x, 0) = f (4.1)

is denoted by

u(·, t) = u(t) = e∆tf

It is well-known that (see [10])

‖e∆tf‖∞ ≤ ‖f‖∞, t ≥ 0 (4.2)

and

‖Dje∆tf‖∞ ≤ Cjt
−j/2‖f‖∞ (4.3)

In the following C, Cj, etc. are positive constants independent of t and f . Suppose

that F ∈ L∞(Rn × [0, T ]), and consider the solution of

ut = ∆u+ F (x, t), u(x, 0) = 0 (4.4)
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given by

u(t) =

� t

0

e∆(t−s)F (s) ds

We then find

‖u(t)‖∞ ≤ 2t1/2 max
0≤s≤t

{s1/2‖F (s)‖∞} (4.5)

We will need estimates on the solution to the equation

ut = ∆u+DiF (x, t), u(x, 0) = 0

As Di commutes with the heat semi group, we use (4.3) to obtain

‖u(t)‖∞ ≤ C max
0≤s≤t

{s1/2‖F (s)‖∞} (4.6)

Equation (4.3), (4.5), and (4.6) will be used in determining bounds of the heat

equation version of the Navier-Stokes equation.

4.3 The Kreiss–Lorenz Paper: Estimates for the

Navier-Stokes Equations

These results are found in Section 4 of Kreiss–Lorenz ([25]). In the original paper

some of the calculations were indicated; here they will be computed in rigorous

detail. As is well-known, the (incompressible) Navier-Stokes equations are given by

equations ((1.1),(1.2))

ut + (u · ∇)u+∇p = ν∆u ∇ · u = 0

with initial condition

u(x, 0) = f(x) ∇ · f = 0
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In the paper it is assumed that f ∈ L∞(R3) ∩ C∞(R3). The goal was to prove a

priori estimates of the derivatives of u in terms of the maximum norm of the initial

value function u(x, 0) = f(x), assuming that the solution existed and was C∞ for a

maximal time interval 0 ≤ t < T (f). Again, as in the KL paper, we will assume the

existence of a solution a priori, and assume that for all time t in a maximal time

interval 0 ≤ t < T (f) that u ∈ C∞(R3) ∩ L∞(R3) and that Dαu ∈ L∞(R3) for all

orders α. Recalling that

‖f‖∞ = sup
x
‖f‖ with ‖f‖2 =

∑
i

f 2
i (x)

we will now define the measurement of all space derivatives of order j in maximum

norm.

Definition 4.3.1. Let ‖f‖∞ be the usual L∞ norm, and let

Dα = Dα1
1 . . . Dαn

n for α = (α1, . . . , αn)

be a multi-index, and |α| =
∑
αi. For any j = 0, 1, 2, . . ., set

‖Dju(t)‖∞ = ‖Dju(·, t)‖∞ = max
|α|=j
‖Dαu(·, t)‖∞ (4.7)

Then ‖Dju(t)‖∞ measures all space derivatives of order j in maximum norm.

Now, as f ∈ L∞, we have the existence of a constant M such that ‖f‖∞ = M <

∞. f is bounded over all space variables. We will show that this will guarantee the

boundedness of u on a maximal time interval 0 ≤ t < T (f).

We begin as follows. Suppressing the variables x and t in our notation, define

Q = Q(x, t) to be

Q = −∇p− u · ∇u = −∇p−
∑
j

Dj(uju)
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Recall from appendix B.3 that the pressure is determined by the Poisson Pressure

Equation: equations (B.3.1) and (B.3.3):

−∆p(x, t) =
3∑

i,j=1

DiDj(uiuj)

=
3∑

i,j=1

(Diuj)(Djui)

Formally (see Appendix B.2), the solution is given by

p(x, t) = PV
∑
i,j

1

4π

�
Rn
|x− y|−1DiDj(uiuj)(y, t) dy

We, however, will use here our modification (3.11):

p∗(x, t) = PV
∑
i,j

C0

�
[Kij(x− y)−Kij(y)](uiuj)(y, t) dy (4.8)

with C0 = 1
4π

and where Kij is the kernel defined by equations (3.7), (3.8), and (3.9).

As we determined through Corollary 3.3.1, the pressure term belongs to the

space of functions Bounded Mean Oscillation . The pressure p is not generally in

L∞, but this will not be a problem for us as we will use the derivatives of u to derive

estimates of ∇p, and thus the heat equation version of the Navier-Stokes equation.

And, since this pressure term exists on the whole space, there will be no problems.

As it turns out, the modification to the original pressure contributes nominally to

the local pressure term. Since

Dk,x

( 1

|y|

)
= 0

we will see that the modification does not contribute to the derivatives of the pressure

either locally or globally.

Since δ in this incarnation is arbitrary, it may be any number we wish. It will be

convenient to choose δ =
√
t. Appendix D contains the detailed calculations on the
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bounds of φ, φ′, φ′′, φ′′′ as well as the bounds on

|Diφuiuj|, |DiDjφuiuj| |DiDjDk,xφuiuj|

These will be used to establish the bounds on ploc as well as the derivatives of ploc

and pglb in terms of the norms of u and Du. The estimates in the following theorem

are valid for all t where 0 < t ≤ T (f).

Theorem 4.3.1. Let u be a solution to the Navier-Stokes equations

ut + (u · ∇)u+∇p = ν∆u ∇ · u = 0

with initial condition

u(x, 0) = f(x) ∇ · f = 0

where the pressure p(x, t) ≡ p(x) is given by

p(x) =
∑
i,j

C0

�
R3

[Kij(x− y)−Kij(y)](uiuj)(y) dy

There is a constant C > 0, independent on t, δ, and f , so that the following estimates

hold:

‖ploc‖∞ ≤ C(‖u‖2
∞ + δ‖u‖∞‖Du‖∞) (4.9)

‖Dploc‖∞ ≤ C(δ−1‖u‖2
∞ + δ‖Du‖2

∞) (4.10)

‖Dpglb‖∞ ≤ Cδ−1‖u‖2
∞ (4.11)

Proof. We begin by fixing x, and fix R so large that R > 2|x|, and R > 2δ for

fixed δ > 0. Define ψ(|y|) such that ψ(y) = 1 for 0 ≤ |y| ≤ R, and ψ(y) = 0 for
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|y| ≥ R + 1. Suppressing the t in our notation we write

p(x) =
∑
i,j

C0

�
R3

[Kij(x− y)−Kij(y)](uiuj)(y) dy

=
∑
i,j

C0

�
R3

[Kij(x− y)−Kij(y)]ψ(y)(uiuj)(y) dy

+
∑
i,j

C0

�
R3

[Kij(x− y)−Kij(y)](1− ψ(y))(uiuj)(y) dy

= I1(x) + I2(x)

Now I2(x) is not important for our consideration. We note that ψ = 0 if |y| > R+ 1.

We integrate by parts twice, noting the ψ = 0 on the boundary. We break up the

integral into two pieces: one on B(0, R), and one one the annulus B(0, R+1)\B(0, R).

We reintegrate the second integral by parts to obtain the original form-again the

boundary inegrals are 0. We may then write

I1(x) =
∑
i,j

C0

�
B(0,R+1)

[Kij(x− y)−Kij(y)]ψ(y)(uiuj)(y) dy

=
∑
i,j

C0

�
B(0,R)

[|x− y|−1 − |y|−1]DiDj(uiuj)(y) dy

+
∑
i,j

C0

�
B(0,R+1)\B(0,R)

[Kij(x− y)−Kij(y)]ψ(y)(uiuj)(y) dy

= J1(x) + J2(x)

This yields

p(x) = J1(x) + J2(x) + I2(x)
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We now further refine the break up of J1:

J1(x) =
∑
i,j

C0

�
B(0,R)

[|x− y|−1 − |y|−1]DiDj(uiuj)(y) dy

=
∑
i,j

C0

�
B(0,R)

|x− y|−1DiDj(uiuj)(y) dy

−
∑
i,j

C0

�
B(0,R)

|y|−1DiDj(uiuj)(y) dy

= L1(x)− L2(x)

Our job now is to isolate integrals around each of the singularities separately.

Then, through a limiting process, we will rewrite the pressure term into a ”local”

part around the singularities, and a ”global” part without them. We start with

L1(x). We will suppress the argument of φ and the argument y of u in our notation

for what follows. Choose another C∞ cut-off function φ(r) with

φ(r) = 1 for 0 ≤ r ≤ 1, φ(r) = 0 r ≥ 2

We let

φ1 ≡ φ(δ−1|x− y|)

and write uiuj = φ1uiuj + (1− φ1)uiuj. We now break up L1(x):

L1(x) =
∑
i,j

C0

�
B(0,R)

|x− y|−1DiDj(uiuj) dy

=
∑
i,j

C0

�
B(0,R)

|x− y|−1DiDj(φ1uiuj) dy

+
∑
i,j

C0

�
B(0,R)

|x− y|−1DiDj(1− φ1)(uiuj) dy

= M1(x) +M2(x)
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Given φ1, it dies off a ball of radius 2δ. We now may rewrite M1(x).

M1(x) =
∑
i,j

C0

�
B(0,R)

|x− y|−1DiDj(φ1uiuj) dy

=
∑
i,j

C0

�
B(x,2δ)

|x− y|−1DiDj(φ1uiuj) dy

Similarly, for L2(x), we use φ2 ≡ φ(δ−1|y|) and obtain

L2(x) =
∑
i,j

C0

�
B(0,R)

|y|−1DiDj(uiuj) dy

=
∑
i,j

C0

�
B(0,2δ)

|y|−1DiDj(φ2uiuj) dy

+
∑
i,j

C0

�
B(0,R)

|y|−1DiDj(1− φ2)(uiuj) dy

= M3(x) +M4(x)

The ”local” part is M1(x) + M3(x), while the ”global” is M2(x) + M4(x). We may

reintegrate M2(x) and M4(x) by parts to reacquire the original form of the pressure,

because B(0, R) is a finite set, and the functions 1 − φ1 and 1 − φ1 die on their

respective boundaries. Let

G(x) = lim
ε→0

∑
i,j

C0

�
B(ε,R)

[Kij(x− y)−Kij(y)](uiuj) dy
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We now compute:

M2(x) +M4(x) =
∑
i,j

C0

�
B(0,R)

|x− y|−1DiDj(1− φ1)(uiuj) dy

+
∑
i,j

C0

�
B(0,R)

|y|−1DiDj(1− φ2)(uiuj) dy

=
∑
i,j

C0

�
B(0,R)

Kij(x− y)(1− φ1)(uiuj) dy

+
∑
i,j

C0

�
B(0,R)

Kij(y)(1− φ2)(uiuj) dy

=
∑
i,j

C0

�
B(0,R)

[Kij(x− y)−Kij(y)](uiuj) dy

−
∑
i,j

C0

�
B(0,R)

Kij(x− y)φ1(uiuj) dy

−
∑
i,j

C0

�
B(0,R)

Kij(x− y)φ2(uiuj) dy

= lim
ε→0

∑
i,j

C0

�
B(ε,R)

[Kij(x− y)−Kij(y)](uiuj)

+ (−M1(x)−M3(x))

= G(x)−M1(x)−M3(x)

The singularities at y = x and y = 0 are integrable, and this exists as a principle

value integral. Letting R→∞ we obtain

lim
R→∞

G(x) = p(x)

Now, as R → ∞, both J2(x) → 0 and I2(x) → 0, and we may rewrite p(x) in term

of the ”local” pieces about the singularities and the ”global” pieces away from them:

p(x) = M1(x) +M3(x) + [p(x)− (M1(x) +M3(x))]

= ploc(x) + pglb(x)
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For the purposes of the theorem we are only concerned with ploc(x), and the deriva-

tives of p(x) both locally and globally.

We first turn or attention to the bounds of ploc(x). For M1, we transfer one

derivative to |x− y|−1 by the usual procedure of writing the principal value integral

as a limit, integrating by parts once, and then letting ε→ 0 to produce:

|M1(x)| ≤
∑
i,j

C0

�
B(x,2δ)

|x− y|−2|Dj(φ1uiuj)| dy

We note from the calculations in Appendix D, in particular results of Corollary D.2.1

(equation (D.2.3)), that

|Dj(φ1uiuj)| ≤ C1(δ−1‖u‖2
∞ + ‖u‖∞‖Du‖∞)

We find that [10] or [11] gives us the polar coordinate method for computing the

integral
�
B(x,2δ)

1

|x− y|2
dy

We compute

�
B(x,2δ)

1

|x− y|2
dy =

�
|x−y|≤2δ

1

|x− y|2
dy

= ω3

� 2δ

0

1

r2
r2 dr

= ω3

� 2δ

0

dr

≤ C2δ

This constant depends on the surface measure of the unit sphere S2 in R3, ω3 (see

Appendix A.1). We now have

‖M1‖∞ ≤
∑
i,j

C0

�
B(x,2δ)

1

|x− y|2
|Dj(φ1uiuj)| dy

≤ C3(‖u‖2
∞ + δ‖u‖∞‖Du‖∞)
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As for M3(x), the computations are almost identical. Essentially, φ2 is φ1 at x = 0.

Then

‖M3‖∞ ≤
∑
i,j

C0

�
B(0,2δ)

1

|x− y|2
|Dj(φ2uiuj)| dy

≤ C4(‖u‖2
∞ + δ‖u‖∞‖Du‖∞)

Then we finally compute

‖ploc‖∞ = ‖M1 +M3‖∞

≤ ‖M1‖∞ + ‖M3‖∞

≤ C3(‖u‖2
∞ + δ‖u‖∞‖Du‖∞)

+ C4(‖u‖2
∞ + δ‖u‖∞‖Du‖∞)

≤ CA(‖u‖2
∞ + δ‖u‖∞‖Du‖∞)

This limiting process has finally produced

‖ploc‖∞ ≤ CA(‖u‖2
∞ + δ‖u‖∞‖Du‖∞)

We have obtained a bound for ploc(x), involving only the singularities x and 0.

Recall in Chapter 3 we took a spatial derivative of our pressure term, when we

proved it to be a solution of the Poisson pressure equation. We perform the exact

same procedure here to estimate the derivatives for ploc(x) and pglb(x). Again we

apply the derivative Dk,x under the integral of equation (4.8) without φ, and then

write uiuj = φuiuj + (1− φ)uiuj, where φ = φ(|x− y|/δ) in this case. We integrate

the integral involving B(x, 2δ) by parts, observing that φ = 0 on the boundary. We
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obtain

Dk,x(p(x)) =
∑
i,j

C0

�
B(x,2δ)

Dk,x[|x− y|−1DiDjφ(uiuj)(y)] dy

+
∑
i,j

C0

�
R3

Dk,x[Kij(x− y)(1− φ)(uiuj)(y)] dy)

= Dk,x(ploc(x)) +Dk,x(pglb(x))

Thus we have

Dk,x(ploc(x)) =
∑
i,j

C0

�
B(x,2δ)

Dk,x[|x− y|−1DiDjφ(uiuj)(y)] dy (4.12)

and

Dk,x(pglb(x)) =
∑
i,j

C0

�
R3

Dk,x[Kij(x− y)(1− φ)(uiuj)(y)] dy (4.13)

We now begin to estimate the derivatives of the pressure. We work with the local

pressure first (equation (4.12)).

Dk,x(ploc(x)) =
∑
i,j

C0

�
B(x,2δ)

Dk,x(|x− y|−1DiDj(φuiuj)) dy

=
∑
i,j

C0

�
B(x,2δ)

Dk,x(|x− y|−1)DiDj(φuiuj) dy

+
∑
i,j

C0

�
B(x,2δ)

|x− y|−1Dk,x(DiDj(φuiuj)) dy

= I1 + I2

where

I1 =
∑
i,j

C0

�
B(x,2δ)

Dk,x(|x− y|−1)DiDj(φuiuj) dy

and

I2 =
∑
i,j

C0

�
B(x,2δ)

|x− y|−1Dk,x(DiDj(φuiuj)) dy
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Let us first consider I1. We note from Corollary D.2.2 in Appendix D.2 that there is

a constant C1, independent of δ, t, and f .

|DiDj(φ1uiuj)| ≤ C1[‖Du‖2
∞ + δ−1‖u‖∞‖Du‖∞ + δ−2‖u‖2

∞] = C1H(u)

Also note that since

Dk,x(|x− y|−1) =
xk − yk
|x− y|3

we have

|Dk,x(|x− y|−1)| =
∣∣∣xk − yk|x− y|3

∣∣∣ ≤ |x− y|−2

Thus

|I1| =
∣∣∣∑
i,j

�
B(x,2δ)

Dk,x(|x− y|−1)DiDj(φuiuj) dy
∣∣∣

≤
∑
i,j

C0

�
B(x,2δ)

|Dk,x(|x− y|−1)||DiDj(φuiuj)| dy

≤
∑
i,j

C0

�
B(x,2δ)

|Dk,x(|x− y|−1)|H(u) dy

≤ C0C1H(u)

�
B(x,2δ)

|Dk,x(|x− y|−1) dy

≤ C0C1H(u)

�
B(x,2δ)

|x− y|−2| dy

= C0CH(u)ω3

�
|x−y|≤2δ

1

r2
r2 dr

= C0CH(u)ω3(2δ)

= C0Cω3(2δ)C1[‖Du‖2
∞ + δ−1‖u‖∞‖Du‖∞ + δ−2‖u‖2

∞]

≤ C4(δ‖Du‖2
∞ + ‖u‖∞‖Du‖∞ + δ−1‖u‖2

∞)

It is a well-known identity that there is a constant C such that for ε > 0:

|AB| ≤ C
(
ε2A2 +

1

ε2
B2
)

(4.14)
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If we let A = ‖Du‖∞, B = ‖u‖∞, and ε =
√
δ, we apply (4.14), and find that

‖u‖∞‖Du‖∞ ≤ C5(δ‖Du‖2
∞ + δ−1‖u‖2

∞)

so that

|I1| ≤ C4(δ‖Du‖2
∞ + ‖u‖∞‖Du‖∞ + δ−1‖u‖2

∞

≤ C4(δ‖Du‖2
∞ + C5(δ‖Du‖2

∞ + δ−1‖u‖2
∞) + δ−1‖u‖2

∞

≤ C6(δ‖Du‖2
∞ + δ−1‖u‖2

∞)

We finally conclude

|I1| ≤ C6(δ‖Du‖2
∞ + δ−1‖u‖2

∞)

Next we turn to I2:

I2 =
∑
i,j

�
B(x,2δ)

|x− y|−1(DiDj(Dk,x(φuiuj))) dy

First we observe that in view of Corollary D.2.3 we have

|DiDj(Dk,x(φ2uiuj)| ≤ C∗1 [δ−1‖Du‖2
∞ + δ−2‖u‖∞‖Du‖∞ + δ−3‖u‖2

∞] = G(u)

We note here as in the previous case that C∗1 is independent of t, δ, and f . The

derivation, like the case for C1, can be found in Appendix D. Thus we have

|I2| =
∣∣∣∑
i,j

C0

�
B(x,2δ)

|x− y|−1Dk,x(DiDj(Dk,xφuiuj)) dy
∣∣∣

≤ C0

∑
i,j

�
B(x,2δ)

|x− y|−1|Dk,x(DiDj(Dk,xφuiuj))| dy

≤ C0G(u)

�
B(x,2δ)

|x− y|−1 dy

= C0G(u)ω3

� 2δ

0

1

r
r2 dr

= C0G(u)ω32δ2

= C0ω32δ2C∗1 [δ−1‖Du‖2
∞ + δ−2‖u‖∞‖Du‖∞ + δ−3‖u‖2

∞]

= C∗2(δ‖Du‖2
∞ + ‖u‖∞‖Du‖∞ + δ−1‖u‖2

∞)
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We note here that C∗2 is a combination of the surface measure of the unit sphere in

R3, C0, and C∗1 . C∗1 depends only on the maximum norms of φ, φ′, etc. We note here

that C2 does not depend on t, δ, and f . Again, letting A = ‖Du‖∞, B = ‖u‖∞, and

ε =
√
δ, and applying (4.14), we find that

‖u‖∞‖Du‖∞ ≤ C3(δ‖Du‖2
∞ + δ−1‖u‖2

∞)

and once again

|I2| ≤ C2(δ‖Du‖2
∞ + ‖u‖∞‖Du‖∞ + δ−1‖u‖2

∞)

≤ C2(δ‖Du‖2
∞ + C3(δ‖Du‖2

∞ + δ−1‖u‖2
∞) + δ−1‖u‖2

∞)

≤ C∗2C3(δ‖Du‖2
∞ + δ−1‖u‖2

∞)

= C∗4(δ‖Du‖2
∞ + δ−1‖u‖2

∞)

Again we conclude

|I2| ≤ C∗4(δ‖Du‖2
∞ + δ−1‖u‖2

∞)

We find now that

|Dk,x(ploc1(x))| = |I1 + I2|

≤ |I1|+ |I2|

≤ C6(δ‖Du‖2
∞ + δ−1‖u‖2

∞) + C∗4(δ‖Du‖2
∞ + δ−1‖u‖2

∞)

≤ CB(δ‖Du‖2
∞ + δ−1‖u‖2

∞)

Thus

|Dploc| ≤ CB(δ‖Du‖2
∞ + δ−1‖u‖2

∞)

This finally indicates that for the maximum norm of the derivatives

‖Dploc‖∞ ≤ CB(δ−1‖u‖2
∞ + δ‖Du‖2

∞)
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We note that in performing the above calculations integration by parts was not

used. Additionally, the cases for (DiiDk,x)(φ) (DkkDk,x)(φ) are similar and the req-

uisite bounds follow.

Finally, we derive the estimate on ‖Dpglb‖∞. By equation (4.13) we have

pglb(x) =
∑
i,j

C0

�
R3

Dk,x[Kij(x− y)(1− φ)(ui(y)uj(y))] dy

By definition of φ, we find that on B(x, δ), 1− φ = 0.

pglb(x) =
∑
i,j

C0

�
|x−y|>δ

Dk,x[Kij(x− y)(1− φ)(ui(y)uj(y))] dy

We apply Dk,x = ∂/∂xk under the integral sign, and note that as φ(r) = 0 for r ≥ 2,

φ′(r) = 0 r ≥ 2. Noting that Kij(x − y) = DiDj(|x − y|−1, for all i, j, we now

compute:

Dk,x(pglb(x)) =
∑
i,j

C0

�
|x−y|≥δ

Dk,x((DiDj(|x− y|−1)(1− φ)(uiuj)) dy

=
∑
i,j

C0

�
|x−y|≥δ

(DiDjDk,x(|x− y|−1))(1− φ)(uiuj) dy

+
∑
i,j

C0

�
|x−y|≥δ

(DiDj(|x− y|−1))(Dk,x(1− φ))(uiuj) dy

=
∑
i,j

C0

�
|x−y|≥δ

(DiDjDk,x(|x− y|−1))(1− φ)(uiuj) dy

+
∑
i,j

C0

�
2δ≥|x−y|>δ

(DiDj(|x− y|−1))(Dk,x(−φ))(uiuj) dy

= I1 + I2

where

I1 =
∑
i,j

C0

�
|x−y|≥δ

(DiDjDk,x(|x− y|−1))(1− φ)(uiuj) dy

and

I2 =
∑
i,j

C0

�
2δ≥|x−y|>δ

(DiDj(|x− y|−1))(Dk,x(−φ))(uiuj) dy
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We now compute the bounds on I1 and I2. First, for I1, we note that

(DiDjDk,x(|x− y|−1)) =
−5(xi − yi)(xj − yj)(xk − yk)

|x− y|7

which yields

|(DiDjDk,x(|x− y|−1))| ≤ C1

|x− y|4

Also note that |1− φ| ≤ 1 + ‖φ‖∞ ≤ C2 We now compute

|I1| =
∣∣∣∑
i,j

C0

�
|x−y|≥δ

(DiDjDk,x(|x− y|−1))(1− φ)(uiuj) dy
∣∣∣

≤ C0

∑
i,j

�
|x−y|≥δ

|(DiDjDk,x(|x− y|−1))||(1− φ)||(uiuj)| dy

≤ C0C2C1‖u‖2
∞

�
|x−y|≥δ

1

|x− y|4
dy

= ω2C0C1C2‖u‖2
∞ lim
R→∞

� R

δ

1

r4
r2 dr

= ω2C0C1C2‖u‖2
∞ lim
R→∞

[
− 1

R
+

1

δ

]
= C3δ

−1‖u‖2
∞

Next we turn to I2. We recall that

|Dk,x(φ)| =
∣∣∣ xk − yk
δ|x− y|

∣∣∣ ≤ C

δ

from Lemma D.1.1. Also we have

|(DiDj(|x− y|−1))| =
∣∣∣3(xi − yi)(xj − yj)

|x− y|5
∣∣∣ ≤ C∗1
|x− y|3
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We now compute

|I2| =
∣∣∣∑
i,j

1

4π

�
2δ≥|x−y|>δ

(DiDj(|x− y|−1))(Dk,x(−φ))(uiuj) dy

≤ C0

∑
i,j

�
2δ≥|x−y|>δ

|(DiDj(|x− y|−1))||(Dk,x(−φ))||(uiuj)| dy

≤ C0C
∗
1δ
−1‖u‖2

∞

�
2δ≥|x−y|>δ

1

|x− y|3
dy

= C0C
∗
1ω2δ

−1‖u‖2
∞

� 2δ

δ

1

r3
r2 dr

= C0C
∗
1ω2δ

−1‖u‖2
∞(ln(2δ)− ln(δ))

= C0C
∗
1ω2δ

−1‖u‖2
∞ ln(2)

= C4δ
−1‖u‖2

∞

This now implies

|Dk,xpglb(x)| = |I1 + I2|

≤ |I1|+ |I2|

≤ C3δ
−1‖u‖2

∞ + C4δ
−1‖u‖2

∞

≤ Cglδ
−1‖u‖2

∞

By taking the maximum norm of Dk,xpglb(x) we find that

‖Dpglb‖∞ ≤ Cglδ
−1‖u‖2

∞

where Cgl is independent of t, δ, and f . Defining C by

C = max{CA, CB, Cgl}

we obtain the bounds (4.9), (4.10), (4.11).
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The important fact to note here is that gradient of the pressure ∇p can be

estimated in terms of that maximum norm of the derivatives. That is

|∇p| = |∇(ploc + pglb)|

≤ |∇ploc|+ |∇pglb|

≤ ‖Dploc‖∞ + ‖Dpglb‖∞

≤ C(δ−1‖u‖2
∞ + δ‖Du‖2

∞) + Cδ−1‖u‖2
∞

≤ C(δ−1‖u‖2
∞ + δ‖Du‖2

∞)

The gradient of the pressure term of the Navier-Stokes equation can be bounded in

terms of the zero and first order derivatives in maximum norm of the velocity field.

We will now show in turn that these terms will be bounded in terms of the L∞ norm

of the initial value function f . Recall that

ut = ∆u+Q, Q = −∇p− u · ∇u, u(x, 0) = f

Writing Q = Qloc +Qgl, where

Qloc = −∇ploc −
∑
j

Dj(uju) = Dj(−ploc −
∑
j

uju) (4.15)

and

Qglb = −∇pglb (4.16)

we will prove the following lemma:

Lemma 4.3.1. Set

V (t) = ‖u‖∞ + t1/2‖Du‖∞, 0 < t < T (f) (4.17)

There is a constant C > 0, independent of t and f , such that

V (t) ≤ C‖f‖∞ + Ct1/2 max
0≤s≤t

V 2(s), 0 < t < T (f) (4.18)
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Proof. Using Lemma 4.3.1, we note that there is a constant C independent of t, δ,

and f such that

‖ploc‖∞ ≤ C(‖u‖2
∞ + δ‖u‖∞‖Du‖∞)

‖Dploc‖∞ ≤ C(δ−1‖u‖2
∞ + δ‖Du‖2

∞)

‖Dpglb‖∞ ≤ Cδ−1‖u‖2
∞

Now, since δ was arbitrary, let δ = t1/2 in the above expressions and obtain

‖ploc‖∞ + |uju|∞ ≤ C(‖u‖2
∞ + t1/2‖u‖∞‖Du‖∞) (4.19)

‖Qloc‖∞ ≤ C(t−1/2‖u‖2
∞ + t1/2‖Du‖2

∞) (4.20)

‖Qgl‖∞ ≤ Ct−1/2‖u‖2
∞ (4.21)

Suppressing the x variable in our notation, recall that the solution u to the Navier-

Stokes equations can be written as

u(t) = e∆tf +

� t

0

e∆(t−s)Q(s) ds = uh(t) + unh(t)

First note that from (4.2)

‖uh‖∞ = ‖e∆tf‖∞ ≤ ‖f‖∞

Next, we consider the non-homogeneous term unh(t), and write

ut = ∆u+Qloc +Qgl

= ∆u+Dk(−ploc −
∑
j

uju)−∇pglb

= ∆u+DkF1 + F2

with F1 = −ploc −
∑

j uju, and F2 = ∇pglb. The solution to

ut = ∆u+DjF1
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is determined by the fact that Qloc is obtained by applying one space derivative to

ploc and uju. Then by equations (4.6), and (4.19), and referring to this solution as

u1

‖u1‖∞ ≤ C max
0≤s≤t

{s1/2‖ − ploc −
∑
j

uju‖∞}

≤ C max
0≤s≤t

{s1/2C(‖u‖2
∞ + s1/2‖u‖∞‖Du‖∞)}

≤ C max
0≤s≤t

{s1/2‖u(s)‖2
∞ + s‖u(s)‖∞‖Du(s)‖∞}

The solution to

ut = ∆u+ F2

is given by equations (4.5) and (4.21). Denoting this by u2:

‖u2‖∞ ≤ 2t1/2 max
0≤s≤t

{s1/2‖Qgl(s)‖∞}

≤ 2t1/2 max
0≤s≤t

{s1/2Cs−1/2‖u(s)‖2
∞}

≤ Ct1/2 max
0≤s≤t

‖u(s)‖2
∞

Thus the solution to

ut = ∆u+Qloc +Qgl

is bounded by

‖unh(t)‖∞ = ‖u1 + u2(t)‖∞

≤ ‖u1(t)‖∞ + ‖u2‖∞

≤ C max
0≤s≤t

{s1/2‖u(s)‖2
∞ + s‖u(s)‖∞‖Du(s)‖∞}+ Ct1/2 max

0≤s≤t
‖u(s)‖2

∞
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We now compute:

‖u‖∞ ≤ ‖uh + unh‖∞

≤ ‖uh‖∞ + ‖unh‖∞

≤ ‖f‖∞ + C max
0≤s≤t

{s1/2‖u(s)‖2
∞ + s‖u(s)‖∞‖Du(s)‖∞}

+ Ct1/2 max
0≤s≤t

‖u(s)‖2
∞

≤ ‖f‖∞ + Ct1/2 max
0≤s≤t

(‖u(s)‖2
∞ + s1/2‖u(s)‖∞‖Du(s)‖∞)

≤ ‖f‖∞ + Ct1/2 max
0≤s≤t

(‖u(s)‖2
∞ + s1/2‖u(s)‖∞‖Du(s)‖∞ + s‖Du(s)‖2

∞)

= ‖f‖∞ + Ct1/2 max
0≤s≤t

V 2(s)

Next, consider v(t) = Dku(t). We have

vt = ∆v +DkQ

and, from equations (4.20) and (4.21) we have

‖Q‖∞ ≤ ‖ ≤ C(t−1/2‖u‖2
∞ + t1/2‖Du‖2

∞) (4.22)

Now, from equation (4.3) with j = 1 we have

‖De∆tf‖∞ ≤ Ct−1/2‖f‖∞

for the homogeneous part. For the non-homogeneous part equation (4.6) yields

‖v‖∞ ≤ C max
0≤s≤t

{s1/2‖Q(s)‖∞}

= C max
0≤s≤t

{s1/2(C(s−1/2‖u(s)‖2
∞ + s1/2‖Du(s)‖2

∞))}

≤ C max
0≤s≤t

(‖u(s)‖2
∞ + s‖Du(s)‖2

∞)

≤ C max
0≤s≤t

(‖u(s)‖2
∞ + s‖Du(s)‖2

∞)

≤ C max
0≤s≤t

V 2(s)
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Then for v = Dku

t1/2‖v(t)‖∞ ≤ t1/2(‖De∆tf‖∞ + ‖v‖∞)

≤ t1/2(Ct−1/2‖f‖∞ + C max
0≤s≤t

V 2(s)

= C‖f‖∞ + Ct1/2 max
0≤s≤t

V 2(s)

Thus the lemma is proved for u and the derivatives Dku.

Lemma 4.3.1 allows us to estimate ‖u‖∞ and ‖Du‖∞ in terms of ‖f‖∞ for a small

time interval.

Lemma 4.3.2. Let C > 0 denote the constant in estimate (4.18) from Lemma 4.3.1.

Let

c0 =
1

16C4

Then

T (f) >
c0

‖f‖2
∞

and

‖u‖∞ + t1/2‖Du‖∞ < 2C‖f‖∞ for 0 ≤ t <
c0

‖f‖2
∞

(4.23)

Proof. We use the definition of V (t) in equation (4.17). Assume that equation (4.23)

does not hold. and that

0 ≤ t ≤ c0

‖f‖2
∞

Then there are times t where

‖u‖∞ + t1/2‖Du‖∞ ≥ 2C‖f‖∞
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Let t0 be the smallest time for which V (t0) = 2C‖f‖∞. Then

2C‖f‖∞ = V (t0)

≤ C‖f‖∞ + Ct
1/2
0 max

0≤s≤t0
V 2(s)

≤ C‖f‖∞ + Ct
1/2
0 4C2‖f‖2

∞

Then

C‖f‖∞ ≤ Ct
1/2
0 4C2‖f‖2

∞

and

1 ≤ 4C2t
1/2
0 ‖f‖∞

We now have

t0 ≥
c0

‖f‖2
∞

This contradiction of the time interval proves (4.23). Next, since

lim sup
t→T (f)

‖u(t)‖∞ =∞

if T (f) is finite, then as t→ T (f) we have, since

‖u‖∞ ≤ ‖u‖∞ + t1/2‖Du‖∞ < 2C‖f‖∞

which yields 2C‖f‖∞ =∞, a contradiction as f ∈ L∞ so we must have

T (f) >
c0

‖f‖2
∞

The theorem is now proved.

We will point out here that the calculations for Theorem 4.3.1 were carried out

in the original KL paper without much detail. In this paper the appendix establishes
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the important bounds on the derivatives of φ and the variations on the derivatives

Dij(φuiuj), etc. This is important as the whole crux of the paper depends on the

bounds on the local pressure and the derivatives of the local and global pressure

in terms of u and ‖Du‖∞ (equations (4.9), (4.9), and(4.9)). It is crucial that the

independence of the constants from t and f is established here.

Lemma 4.3.2 produces equation (4.23). Again, this was calculated in the original

paper, but the main point of this is that

‖u‖∞ ≤ C‖f‖∞

and

t1/2‖Du‖∞ ≤ C‖f‖∞

Explicitly, the velocity field u is bounded above by ‖f‖∞. This means that u depends

on the initial value function f . Additionally, this is actually the beginning of the

induction proof alluded to but not formally proven in the original paper. In the final

chapter we conclude the paper with estimates on the derivatives of u for all orders j.

We will show that if u is a solution to the Navier-Stokes equation that all derivatives

of u are bounded in maximum norm by ‖f‖∞. That is

tj/2‖Dju‖∞ ≤ Kj‖f‖∞

for all orders j in maximum norm.
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Chapter 5

The Kreiss–Lorenz Paper:

Estimates for the Derivatives

5.1 Computations for Derivative Estimates

We now prove the final theorem of this paper. We show that if u is a solution to the

Navier-Stokes equation that there are constants Kj

tj/2‖Dju(t)‖∞ ≤ Kj‖f‖∞

We again assume throughout this chapter, as in Chapter 4, that u ∈ C∞(R3) ∩

L∞(R3), and that Dαu ∈ L∞(R3) for all orders α. Additionally, we assume that t

exists on a maximal time interval 0 ≤ t ≤ T (f). The following theorems involving

the pressure are proved in Appendix E (Theorem E.1.1).

Theorem 5.1.1. Consider the Navier-Stokes equation

vt = ∆v +DjQ, v = Dju

u a solution, and where

Q = −∇p− u · ∇u
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Let j ≥ 1 and assume that for 0 ≤ k ≤ j − 1 there are constants Kk independent of

t and f such that

tk/2‖Dku(t)‖∞ ≤ Kk‖f‖∞ for 0 < t ≤ c0

‖f‖2
∞

(5.1)

Then there exists a constant C independent of t and f such that

‖Dj−1(Dq,x(ploc(x))‖∞ ≤ C(‖f‖∞‖Dju‖∞ + t−(j−1)/2‖f‖2
∞ + t−j/2‖f‖2

∞) (5.2)

Our next theorem concerns ‖Dq,xpglb‖∞. It is proved in Appendix E (Theorem

E.2.1).

Theorem 5.1.2. Consider the Navier-Stokes equation

vt = ∆v +DjQ, v = Dju

u a solution, and where

Q = −∇p− u · ∇u

Let j ≥ 1 and assume that for 0 ≤ k ≤ j − 1 there are constants Kk independent of

t and f such that

tk/2‖Dku(t)‖∞ ≤ Kk‖f‖∞ for 0 < t ≤ c0

‖f‖2
∞

Then there exists a constant C independent of t and f such that

‖Dj−1(Dq,x(pglb(x))‖∞ ≤ C‖f‖2
∞t
−j/2 (5.3)

We now will prove the main proposition.

Proposition 5.1.1. Consider the Cauchy problem for the Navier-Stokes equations

(1.1) and (1.2), where f ∈ C∞(R3)∩L∞(R3), and ∇·f = 0. Then there is a constant

c0 > 0, and for every j = 0, 1, 2, . . . there is a constant Kj such that for an interval

0 < t ≤ c0

‖f‖2
∞
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we have

tj/2‖Dju(t)‖∞ ≤ Kj‖f‖∞

The constants c0 and Kj are independent of t and f .

Proof. We consider an induction argument. Let t be in the interval

0 < t ≤ c0

‖f‖2
∞

where c0 is the constant from Lemma 4.3.1. Letting j = 0, Lemma 4.3.2 yields that

on the considered interval

‖u(t)‖∞ ≤ ‖u‖∞ + t1/2‖Du‖∞ < 2C‖f‖∞

We let K0 = 2C, and obtain ‖u(t)‖∞ ≤ K0‖f‖∞. Next, consider j = 1. Again by

Lemma 4.3.2 we have

t1/2‖Du‖∞ ≤ ‖u‖∞ + t1/2‖Du‖∞ < 2C‖f‖∞

Again, letting K1 = 2C, we obtain

t1/2‖Du‖∞ ≤ K1‖f‖∞

We note that the constants K0 = K1 = 2C are independent of t and f via Lemma

4.3.1. Let j ≥ 1 and assume that for 0 ≤ k ≤ j − 1

tk/2‖Dku(t)‖∞ ≤ Kk‖f‖∞ for 0 < t ≤ c0

‖f‖2
∞

(5.4)

Applying Dj to ut = ∆u+Q(s), and letting v = Dju we obtain

vt = ∆v +DjQ

and the solution

v(t) = Dje∆tf +

� t

0

e∆(t−s)DjQ(s) ds
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We must now estimate

‖v(t)‖∞ = ‖Dju(t)‖∞

We note that

‖v(t)‖∞ =
∥∥∥Dje∆tf +

� t

0

e∆(t−s)DjQ(s) ds
∥∥∥
∞

≤ ‖Dje∆tf‖∞ +
∥∥∥� t

0

e∆(t−s)DjQ(s) ds
∥∥∥
∞

= ‖T1‖∞ + ‖T2‖∞

First note that taking the maximum estimate of all Dj of order j and using (4.3) we

have

‖T1‖∞ ≤ ‖Dje∆tf‖∞ ≤ Ljt
−j/2‖f‖∞

where Lj is a constant not depending on t or f . We now consider T2:

T2 =

� t

0

e∆(t−s)DjQ(s) ds

=

� t/2

0

e∆(t−s)DjQ(s) ds+

� t

t/2

e∆(t−s)DjQ(s) ds

= J1 + J2

We first consider J1. Applying integration by parts j times, on the interval [0, t/2],
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the integral exists and we compute

‖J1‖∞ =
∥∥∥� t/2

0

e∆(t−s)DjQ(s) ds
∥∥∥
∞

=
∥∥∥� t/2

0

Dje∆(t−s)Q(s) ds
∥∥∥
∞

≤ ‖Q‖∞
∥∥∥� t/2

0

Dje∆(t−s) ds
∥∥∥
∞

= ‖Q‖∞C1

� t/2

0

(t− s)−j/2

≤ ‖Q‖∞C2(t−j/2+1 − (t/2)−j/2+1)

≤ ‖Q‖∞C3t
−j/2+1

Recall that from equation (4.22), and the induction assumption

‖Q‖∞ ≤ C(t−1/2‖u‖2
∞ + t1/2‖Du‖2

∞)

≤ C(t−1/2K2
0‖f‖2

∞ + t1/2t−1K2
1‖f‖2

∞)

≤ C4t
−1/2‖f‖2

∞

Then

‖J1‖∞ ≤ ‖Q‖∞C3t
−j/2+1

≤ C4t
−1/2‖f‖2

∞C3t
−j/2+1

≤ C5‖f‖2
∞t

(1−j)/2

Next when estimating J2 we can only transfer from DjQ to the heat semigroup one

derivative. Moving more derivatives will cause the integral to be non- integrable. We
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have by integration by parts

J2 =

� t

t/2

e∆(t−s)DjQ(s) ds

=

� t

t/2

De∆(t−s)Dj−1Q(s) ds

=

� t

t/2

De∆(t−s)Dj−1(Qloc(s) +Qgl(s)) ds

=

� t

t/2

De∆(t−s)Dj−1Qloc(s) ds+

� t

t/2

De∆(t−s)Dj−1Qgl(s) ds

= J3 + J4

Now, recall that Qloc = Di(−ploc − uiu) (4.15) so that by replacing this expression

in J3 we have

J3 =

� t

t/2

De∆(t−s)Dj−1(Di(−ploc − uiu))(s) ds

=

� t

t/2

De∆(t−s)Dj−1Di(−ploc(s)) ds−
� t

t/2

De∆(t−s)Dj−1(Di(uiu)(s)) ds

= S1 + S2

First we bound S1. Recalling from Theorem 5.1.1 that there is a constant C1 inde-

pendent of t and f such that

‖Dj−1(Dq,xploc)‖∞ ≤ C1(‖f‖∞‖Dju‖∞ + t−(j−1)/2‖f‖2
∞ + t−j/2‖f‖2

∞)
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we estimate ‖S1‖∞:

‖S1‖∞ =
∥∥∥� t

t/2

De∆(t−s)Dj−1Di(−ploc(s)) ds
∥∥∥
∞

≤
� t

t/2

De∆(t−s)‖Dj−1(Dq,xploc)‖∞ ds

≤
� t

t/2

(t− s)−1/2‖Dj−1(Dq,x)ploc‖∞ ds

≤
� t

t/2

(t− s)−1/2C1(‖f‖∞‖Dju‖∞ + t−(j−1)/2‖f‖2
∞ + s−j/2‖f‖2

∞) ds

≤
� t

t/2

(t− s)−1/2C1‖f‖∞‖Dju‖∞ ds+ C1

� t

t/2

(t− s)−1/2s−j/2‖f‖2
∞) ds

≤ S3 + S4

We consider S3. Theorem D.3.2 yields the result that

� t

t/2

(t− s)−1/2s−j/2 ds = t(1−j)/2B1/2(1/2, 1 + j/2) = Bt(1−j)/2

where B = B1/2(1/2, 1 + j/2) is the incomplete beta function. Then S3 can be

bounded by

S3 =

� t

t/2

(t− s)−1/2C1‖f‖∞‖Dju‖∞ ds

= C1

� t

t/2

(t− s)−1/2‖Dju‖∞ ds

= C1‖f‖∞
� t

t/2

(t− s)−1/2s−j/2sj/2‖Dju‖∞ ds

≤ C1‖f‖∞ max
0≤s≤t

{sj/2‖Dju(s)‖∞}
� t

t/2

(t− s)−1/2s−j/2 ds

≤ C1B‖f‖∞t(1−j)/2 max
0≤s≤t

{sj/2‖Dju(s)‖∞}

≤ C2‖f‖∞t(1−j)/2 max
0≤s≤t

{sj/2‖Dju(s)‖∞}
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Next for S4:

S4 = C1

� t

t/2

(t− s)−1/2t−j/2‖f‖2
∞) ds

= C1‖f‖2
∞

� t

t/2

(t− s)−1/2t−j/2‖f‖2
∞) ds

= C1‖f‖2
∞Bt

(1−j)/2

≤ C3‖f‖2
∞t

(1−j)/2

So we have

‖S1‖∞ ≤ S3 + S4

≤ C2‖f‖∞t(1−j)/2 max
0≤s≤t

{sj/2‖Dju(s)‖∞}+ C3‖f‖2
∞t

(1−j)/2

Now for S2. We first observe that

Di(uiu)(s) = (uDui)(s) + (uiDu)(s)

For each of these pieces, we use Lemma D.3.1 (equation (D.3.1)) with l = j. We

note by the induction argument that, for 0 ≤ m ≤ j − 1

‖Dmu‖∞ ≤ t−m/2Km‖f‖∞

Writing M1(j) = M1j:

‖Dj−1(Di(uiu)(s))‖∞ ≤ M1j(‖u‖∞‖Dju‖∞ + t−j/2‖f‖2
∞)

≤ M1jC1‖f‖∞‖Dju‖∞ + C2t
−j/2‖f‖2

∞

≤ M2j‖f‖∞‖Dju‖∞ + C2t
−j/2‖f‖2

∞

It is important to note here that M2j is a constant that depends on

max
m

Km and max

(
n

r

)
0 ≤ m, r, n ≤ j − 1

101



Chapter 5. The Kreiss–Lorenz Paper: Estimates for the Derivatives

and not on t or f . Then we compute:

‖S2‖∞ =
∥∥∥� t

t/2

De∆(t−s)Dj−1(Di(uiu)(s)) ds
∥∥∥
∞

≤
� t

t/2

De∆(t−s)‖Dj−1(Di(uiu)(s))‖∞ ds

≤
� t

t/2

(t− s)−1/2(M2j‖f‖∞‖Dju‖∞ + C2t
−j/2‖f‖2

∞) ds

≤ M2j‖f‖∞
� t

t/2

(t− s)−1/2‖Dju‖∞ ds+

� t

t/2

(t− s)−1/2C2t
−j/2‖f‖2

∞ ds

≤ M3j‖f‖∞t(1−j)/2 max
0≤s≤t

{sj/2‖Dju(s)‖∞}+ C4‖f‖2
∞t

(1−j)/2

through the same computation as for S1. Then we bound J3

‖J3‖∞ = ‖S1 + S2‖∞

≤ ‖S1‖∞ + ‖S2‖∞

≤ M4j‖f‖∞t(1−j)/2 max
0≤s≤t

{sj/2‖Dju(s)‖∞}+ C3‖f‖2
∞t

(1−j)/2

Now for J4. Recalling that, from Theorem 5.1.2 the existence of a constant C6

independent of t and f such that

‖Dj−1(Dq,x(pglb(x))‖∞ ≤ C‖f‖2
∞t
−j/2

‖J4‖∞ =
∥∥∥� t

t/2

De∆(t−s)Dj−1Qgl(s) ds
∥∥∥
∞

≤ C6‖f‖2
∞

� t

t/2

(t− s)−1/2s−j/2 ds

≤ C6‖f‖2
∞Bt

(1−j)/2

= C7‖f‖2
∞t

(1−j)/2
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Then we have

‖J2‖∞ ≤ ‖J3‖∞ + ‖J4‖∞

≤ M4j‖f‖∞t(1−j)/2 max
0≤s≤t

{sj/2‖Dju(s)‖∞}

+ C3‖f‖2
∞t

(1−j)/2 + C7‖f‖2
∞t

(1−j)/2

≤ M5j‖f‖∞t(1−j)/2 max
0≤s≤t

{sj/2‖Dju(s)‖∞}+ C8‖f‖2
∞t

(1−j)/2

Thus T2 is bounded by

‖T2‖∞ ≤ ‖J1‖∞ + ‖J2‖∞

≤ C5‖f‖2
∞t

(1−j)/2

+ M5j‖f‖∞t(1−j)/2 max
0≤s≤t

{sj/2‖Dju(s)‖∞}+ C8‖f‖2
∞t

(1−j)/2

≤ M6j‖f‖∞t(1−j)/2 max
0≤s≤t

{sj/2‖Dju(s)‖∞}+ C9‖f‖2
∞t

(1−j)/2

We finally bound ‖v(t)‖∞:

‖v(t)‖∞ ≤ ‖T1‖∞ + ‖T2‖∞

≤ Ljt
−j/2‖f‖∞

+ M6j‖f‖∞t(1−j)/2 max
0≤s≤t

{sj/2‖Dju(s)‖∞}+ C9‖f‖2
∞t

(1−j)/2

We now have an expression for tj/2‖v(t)‖∞:

tj/2‖v(t)‖∞ ≤ tj/2(Ljt
−j/2‖f‖∞

+ Mj‖f‖∞t(1−j)/2 max
0≤s≤t

{sj/2‖Dju(s)‖∞}

+ C‖f‖2
∞t

(1−j)/2)

≤ Lj‖f‖∞

+ Mj‖f‖∞t1/2 max
0≤s≤t

{sj/2‖Dju(s)‖∞}+ C‖f‖2
∞t

1/2

≤ Cj‖f‖∞ + C‖f‖2
∞t

1/2 + C‖f‖∞t1/2 max
0≤s≤t

{sj/2‖Dju(s)‖∞}
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Now, as v = Dju, we maximize the resulting estimates of tj/2‖Dju‖∞ over all deriva-

tives Dj of order j and derive

tj/2‖Dju‖∞ ≤ Cj‖f‖∞ + Cj‖f‖2
∞t

1/2 + Cj‖f‖∞t1/2 max
0≤s≤t

{sj/2‖Dju(s)‖∞}

Now, define

ψ(t) = tj/2‖Dju‖∞

We have the estimate

ψ(t) ≤ Cj‖f‖∞ + Cj‖f‖2
∞t

1/2 + Cj‖f‖∞t1/2 max
0≤s≤t

ψ(s)

Recall the assumption that

0 < t ≤ c0

‖f‖2
∞

c0 =
1

16C4

where C is the constant from Lemma 4.3.1, equation (4.18). Then

t1/2‖f‖∞ ≤
√
c0

and the term C‖f‖2
∞t

1/2 is bounded by

C‖f‖2
∞t

1/2 = (C‖f‖∞)(‖f‖∞t1/2) ≤ C‖f‖∞
√
c0 = C

√
c0‖f‖∞

so that

ψ(t) ≤ Cj‖f‖∞ + C
√
c0‖f‖∞ + C‖f‖∞t1/2 max

0≤s≤t
ψ(s)

≤ (Cj + C
√
c0)‖f‖∞ + C‖f‖∞t1/2 max

0≤s≤t
ψ(s)

≤ Cj‖f‖∞ + Cj‖f‖∞t1/2 max
0≤s≤t

ψ(s)

Thus we have

ψ(t) ≤ Cj‖f‖∞ + Cj‖f‖∞t1/2 max
0≤s≤t

ψ(s) for 0 ≤ t ≤ c0

‖f‖2
∞

(5.5)
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We note that the constant Cj is a maximum of all constants appearing in the above

and is independent of t and f . Fix this constant so that (5.5) holds. Let

cj = min
{
c0,

1

4C2
j

}
We first claim that

ψ(t) < 2Cj‖f‖∞ for 0 ≤ t ≤ cj
‖f‖2

∞

Assume not. Then let 0 < t0 < cj/‖f‖2
∞ denote the smallest time with ψ(t0) =

2Cj‖f‖∞. Then from (5.5)

2Cj‖f‖∞ = ψ(t0) ≤ Cj‖f‖∞ + Cj‖f‖∞t1/20 max
0≤s≤t0

ψ(s)

≤ Cj‖f‖∞ + Cj‖f‖∞t1/20 · 2Cj‖f‖∞

= Cj‖f‖∞ + 2t
1/2
0 C2

j ‖f‖2
∞

or

2Cj‖f‖∞ ≤ Cj‖f‖∞ + 2C2
j ‖f‖2

∞

Then

Cj‖f‖∞ ≤ 2t
1/2
0 C2

j ‖f‖2
∞

and

1 ≤ 2Cj‖f‖∞t1/20

This forces

t0 ≥
1

4‖f‖2
∞C

2
j

≥ cj
‖f‖2

∞

a contradiction. So we must have

tj/2‖Dju‖∞ ≤ 2Cj‖f‖∞ (5.6)
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Then the statement is true for j with Kj = 2Cj. Suppose now that

Tj =
cj
‖f‖2

∞
≤ t ≤ c0

‖f‖2
∞

= T0 (5.7)

Then we restart the argument at t− Tj. As Tj ≤ t ≤ T0, 0 ≤ t− Tj ≤ T0 − Tj ≤ T0

From Lemma 4.3.2 we have

‖u(t− Tj)‖∞ ≤ 2‖f‖∞

and we obtain

tj/2‖Dju‖∞ ≤ 2Cj‖f‖∞ for 0 ≤ t ≤ Tj

For t = Tj we obtain

T j/2‖Dju‖∞ ≤ 4Cj‖f‖∞ for 0 ≤ t ≤ Tj (5.8)

Finally, for any t with (5.6) we have

T0 =
c0

cj
Tj

and if t ≤ T0

tj/2 ≤ T
j/2
0 =

(c0

cj

)j/2
T
j/2
j

Now we have

tj/2‖Dju‖∞ ≤ T
j/2
0 ‖Dju‖∞

≤
(c0

cj

)j/2
T
j/2
j ‖Dju‖∞

≤ 4Cj

(c0

cj

)j/2
‖f‖∞

= Kj‖f‖∞

Thus we have a Kj for which tj/2‖Dju‖∞ ≤ Kj‖f‖∞, and this completes the proof

of the theorem.
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5.2 Applications of the Results

After the lengthy proof of Proposition 5.1.1 we can finally conclude that for all

derivatives of order j in maximum norm

tj/2‖Dju‖∞ ≤ Cj‖f‖∞

where the constants Cj are independent of t and f . In particular, if f ∈ L∞(R3), we

have that

‖u‖∞ <∞

This indicates that the maximum norm of the initial value function f = u(x, 0) con-

trols all of the derivatives of u in maximum norm. We now outline an application

for Proposition 5.1.1 for future work: the construction of a solution. The a priori

estimates of Proposition 5.1.1 will guarantee the construction, and will help us con-

struct an algorithm that will produce a solution (u, p) of the Navier-Stokes equations

(1.1) and (1.2).

We begin as follows. Suppose that at t = 0, we have u(x, 0) = f(x), where

f ∈ C∞(R3) ∩ L∞(R3), and ∇ · f = 0. Define u0 = f . We will construct a sequence

of solutions to both u and p. As the modified pressure term exists as an integral for

u ∈ C∞(R3) ∩ L∞(R3), we define

pn+1
ij =

�
[Kij(x− y)−Kij(y)](unj u

n
i )(y, t) dy (5.9)

where the Kij(y) are defined by equations (3.7), (3.8), and (3.9). We next define

pn+1(x) =
∑
i,j

pn+1
ij (x) (5.10)

At n = 0, p1 exists by virtue of f and Theorem 3.2.1. Now consider the Navier-Stokes

equation and define a sequence

un+1
t = ∆un+1 − (un · ∇un +∇pn+1)
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or, by writing Qn(x, t) = −(un · ∇un +∇pn+1)

un+1
t = ∆un+1 +Qn

Then, as is shown in [7], this is solved by

un+1 = e∆tf +

� t

0

e∆(t−s)Qn(s) ds (5.11)

where

e∆th =

�
Rn

Ψ(y, t)h(y) dy =

�
Rn

1

(4πt)
3
2

e−
|y|2
4t h(y) dy

Thus the procedure is as follows. Let u0 = f . Solve for p1 using u0 = f and

equations (5.9) and (5.10). By Theorem 3.3.1 p1 is a solution to the Poisson pressure

equation, and by Corollary 3.3.1, p1 will be BMO . Next, use p1, and u0 = f to

solve for u1 using equation (5.11). This u1 will be C∞(R3) ∩ L∞(R3) by virtue of

Proposition 5.1.1. Then, placing u1 back into the pressure equation (5.9) and solving,

we find a pressure p2 which is BMO . Using p2 and u1 we now solve for u2 again

in equation (5.11). Continuing this process we construct a sequence pn that are

all solutions to the Poisson pressure equation. The un exist in C∞(R3) ∩ L∞(R3).

Additionally, by the material in Chapter 4 the un are uniformly bounded by ‖f‖∞,

independent of n. This follows for the derivatives ‖Djun(x, t)‖∞ as well. Thus, each

un will be in C∞(R3) ∩ L∞(R3), and, by construction, each pn will exist and be a

function of BoundedMeanOscillation.

We may then show that this sequence converges to a limit in C∞(R3) ∩ L∞(R3),

by way of the Arzela-Ascoli theorem. The convergence of un to u will guarantee

the convergence of the terms of the pressure sequence to a limit p in BMO . The

convergence of all derivatives of u can also be shown in view of Proposition 5.1.1.

Finally, we will note that the limit of the velocity field will be unique in C∞(R3) ∩

L∞(R3), while that of the pressure term will be unique up to a (time dependent)

constant in the space BMO .
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Appendix A

Background: Spaces, Derivatives,

Integrals

A.1 Some Applications of Integration with Polar

Coordinates

We will now explore a few applications related to polar coordinates, which will be

of necessity in the paper. First we will justify a general expression for the surface

measure σ(Sn−1). We begin with a lemma (see [10] or [11]):

Lemma A.1.1.
�
Rn e

−a|x|2 dx =
(
π
a

)n
2

The gamma function (see [10]) is defined as

Γ(p) =

� ∞
0

sp−1e−sds

for Re p > 0. Then

(π)(n
2

) =
σ(Sn−1)

2
Γ
(n

2

)
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It can be shown that (see [10] or [11]):

σ(Sn−1) = ωn =
2(π)

n
2

Γ
(
n
2

) (A.1.1)

If n = 2, σ(S1) = 2π, so we find that

Γ
(1

2

)
=
√
π

Similarly, using n = 3

Γ
(3

2

)
=

1

2

√
π = Γ

(
1 +

1

2

)
= (1− 1

2
)Γ
(1

2

)
Generally

Γ
(
k +

1

2

)
= (k − 1

2
)(k − 3

2
) · · · 1

2

√
π

We write

σ(Sn−1) = ωn =
2(π)

n
2

Γ
(
n
2

) (A.1.2)

We also note that the measure of the volume of the unit ball is given by

α(n) = V (B1(0)) = |B1(0)| = ωn
n

We may then write nα(n) = ω(n). Note that if n = 2, α(2) = π, while if n = 3,

α(3) = 4π
3

. Another use of the measure is the use in Cartesian coordinates. Let

n = 3. In Cartesian coordinates we can write the formula for the radius of the unit

sphere S2 in terms of the point x = (x1, x2, x3):

3∑
i=1

x2
i = 1

We can the show that

Lemma A.1.2.

�
S2
xixj dσ(x) =

 0, i 6= j;

4π
3
, i = j.
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A.2 Other Integral Relationships

One important concept is the average value of a function. We define the average

value of a locally integrable function f on the ball B(x, r) to be:

−
�
B(x,r)

f dx =
1

|B(x, r)|

�
B(x,r)

f dy

where |B(x, r)| is measure or volume of the open ball B(x, r). Now we define the

space L1 to be the space of all integrable, functions such that
�
Rn
|f | <∞

A function f is in the space L1

loc if

�
K

|f | <∞

for all compact sets K ⊂ Rn. Using this we can prove a version (from [11] ) of the

Lebesgue Differentiation Theorem:

Theorem A.2.1. Lebesgue Differentiation Theorem

lim
r→0
−
�
B(x,r)

f dx = lim
r→0

1

|B(x, r)|

�
B(x,r)

f dx = f(x)

a.e.; that is outside a set of measure zero. We have

|B(x, r)| = α(n)rn

and

|∂B(x, r)| = ωnr
n−1

Then

lim
r→0
−
�
B(x,r)

f dx = lim
r→0

1

α(n)rn

�
B(x,r)

f dx = f(x)

almost everywhere (a.e.). Recall the definition of Dini continuity (Definition 2.2.9):
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Definition A.2.1. A function Ω(x) on Sn−1 is said to be Dini continuous if for

ω(δ) = sup
|x−x′|<δ
|x|=|x′|=1

|Ω(x)− Ω(x′)|

then

� 1

0

ω(δ)

δ
dδ <∞

Recall from Definition 2.2.7 that Calderón -Zygmund Kernels have mean value of 0

on S2 and are homogeneous of degree 0. Some CZ kernels also have the property of

Dini continuity. We note that the Riesz kernels

xj
|x|

are trivially CZ kernels.

Theorem A.2.2. Consider the function:

Kij(x) =
Ωij(x)

|x|3

where

Ωij(x) =
xixj
|x|2

and Ωjj =
3x2

j − |x|2

|x|2

Then for all i, j, the function Ωij(x) has the following properties:

1. Ωij(x) is homogeneous of degree 0

2. Ωij(x) has mean value zero around the unit 3-sphere S2

3. Ωij(x) is Dini continuous.

Properties 1 and 2 yield that Kij is a Calderón Zygmund kernel.
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Proof. The term Kij(x), the kernel, must be of the form

Kij(x) =
Ωij

|x|3
, Kjj(x) =

Ωjj

|x|3
(A.2.1)

where the term Ωij(x) is given by

Ωij(x) =
xixj
|x|2

(A.2.2)

for i 6= j,

Ωjj(x) =
3x2

j − |x|2

|x|2
(A.2.3)

for i = j, where C0 is a constant that can be taken to be

C0 =
1

4π

We must have Ωij(x) be Dini continuous, have mean value zero around the unit

sphere, and be homogeneous of degree 0. See definitions 2.2.5, 2.2.6 and 2.2.9. We

will take each in turn. Trivially, Ωij(x) is homogeneous of degree zero. To show that

Ω has mean value zero around the unit sphere, we first consider Ωij(x) for i 6= j:

�
S2

Ωij(x) dS =

�
S2
C0
xixj
|x|2

dS

=

�
S2
C0xixj dσ(x)

= 0

from lemma A.1.2. Next, for i = j

�
S2

Ωjj(x) dS =

�
S2

3x2
j − |x|2

|x|2
dS

=
[
3

�
S2
x2
j dσ(x)−

�
S2
dσ(x)

]
=

[
3

4π

3
− 4π

]
= (4π − 4π)

= 0
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again from Lemma A.1.2. Finally, we establish Dini continuity. We first consider the

case i = j and write Ωjj(x) = Ω(x) We have:

|Ω(x)− Ω(z)| =

∣∣∣∣∣3x2
j − |x|2

|x|2
−

3z2
j − |z|2

|z|2

∣∣∣∣∣
= C1

∣∣∣∣∣ x2
j

|x|2
−

z2
j

|z|2

∣∣∣∣∣
= C1

∣∣∣∣∣ xj|x| − zj
|z|

∣∣∣∣∣
∣∣∣∣∣ xj|x| +

zj
|z|

∣∣∣∣∣
≤ C2

∣∣∣∣∣ xj|x| − zj
|z|

∣∣∣∣∣
Then we have

ω(δ) = sup
|x−z|<δ
|x|=|z|=1

|Ω(x)− Ω(z)|

= sup
|x−z|<δ
|x|=|z|=1

C2

∣∣∣∣∣ xj|x| − zj
|z|

∣∣∣∣∣
≤ sup

|x−z|<δ
|x|=|z|=1

|xj − zj|

≤ C3|x− z|

< C3δ

Thus

ω(δ) = sup
|x−z|<δ
|x|=|z|=1

|Ω(x)− Ω(z)| < C3δ

We then have:

� 1

0

ω(δ)

δ
dδ ≤

� 1

0

C3δ

δ
dδ ≤ C3
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The next case is for i 6= j and again write Ωij(x) = Ω(x)

|Ω(x)− Ω(z)| =

∣∣∣∣∣xixj|x|2 − zizj
|z|2

∣∣∣∣∣
= C1

∣∣∣∣∣xixj|x|2 − xizj
|x||z|

+
xizj
|x||z|

− zizj
|z|2

∣∣∣∣∣
= C1

∣∣∣∣∣ xi|x|
[
xj
|x|
− zj
|z|

]
+
zj
|z|

[
xi
|x|
− zi
|z|

]∣∣∣∣∣
If we let, for each x and z∣∣∣∣∣ xl|x| − zl

|z|

∣∣∣∣∣ = max
i

∣∣∣∣∣ xi|x| − zi
|z|

∣∣∣∣∣
we obtain, via the triangle inequality:

|Ω(x)− Ω(z)| ≤

∣∣∣∣∣ xi|x|
∣∣∣∣∣
∣∣∣∣∣ xl|x| − zl

|z|

∣∣∣∣∣+

∣∣∣∣∣ zj|z|
∣∣∣∣∣
∣∣∣∣∣ xl|x| − zl

|z|

∣∣∣∣∣
∣∣∣∣∣

≤ C1

∣∣∣∣∣ xl|x| − zl
|z|

∣∣∣∣∣+ C2

∣∣∣∣∣ xl|x| − zl
|z|

∣∣∣∣∣
≤ C3

∣∣∣∣∣ xl|x| − zl
|z|

∣∣∣∣∣
We then have, when |x| = |z| = 1:

ω(δ) = sup
|x−z|<δ
|x|=|z|=1

|Ω(x)− Ω(z)|

≤ sup
|x−z|<δ
|x|=|z|=1

C3

∣∣∣∣∣ xl|x| − zl
|z|

∣∣∣∣∣
≤ C3|xl − zl|

≤ C3|x− z|

≤ C3δ
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By definition we have ω(δ) ≤ C5δ and we obtain:

� 1

0

ω(δ)

δ
dδ ≤

� 1

0

C5δ

δ
dδ ≤ C5

Thus we have Ωij(x) is Dini continuous for all i, j. The three properties are proved.

By definition 2.2.7 Kij is a Calderón Zygmund kernel.

The properties are important to establish a Hörmander condition.

Theorem A.2.3. Let k(x) be a Calderón Zygmund kernel. That is

k(x) =
Ω(x)

|x|n

where Ω(x) has mean value of zero on the unit sphere, and is homogeneous of degree

0. Further, suppose that Ω(x) is Dini-continuous. Then k(x) satisfies the Hörmander

condition:

sup
|x|>0

�
|y|>2|x|

|k(x− y)− k(y)| dy ≤ A.

Proof. If

k(x) =
Ω(x)

|x|n

then we consider
�
|y|>2|x|

∣∣∣Ω(x− y)

|x− y|n
− Ω(y)

|y|n
∣∣∣ dy

With a little algebra we may write

I =

�
|y|>2|x|

|Ω(x− y)

|x− y|n
− Ω(y)

|y|n
| dy

≤
�
|y|>2|x|

|Ω(y)|
[ 1

|x− y|n
− 1

|y|n
]
dy

+

�
|y|>2|x|

|Ω(x− y)− Ω(y)|
|x− y|n

dy

= I1 + I2
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First I1. Since Ω is a CZ kernel, it is bounded for |y| ≥ 2|x|. Thus |Ω(x)| ≤ B. For

the other part of the integrand we note that

1

|x− y|n
− 1

|y|n
=
|y|n − |x− y|n

|x− y|n|y|n

Now, noting that since |y| > 2|x|, |x − y| ≥ |y|
2

. Additionally, |y| − |x − y| ≤ |x|.

Thus

|y|n − |x− y|n

|x− y|n|y|n
=

[|y| − |x− y|]
∑n−1

j=0 |y|n−1−j|x− y|j

|x− y|n|y|n

= [|y| − |x− y|]
n−1∑
j=0

|y|−1−j|x− y|j−n

≤ |x|
n−1∑
j=0

|y|−1−j
( |y|

2

)j−n
= |x||y|−n−1

n−1∑
j=0

2n−j

= |x||y|−n−1[2(2n−1 − 1)]

= C|x||y|−n−1

Thus,

I1 =

�
|y|>2|x|

|Ω(y)|
[ 1

|x− y|n
− 1

|y|n
]
dy

≤
�
|y|>2|x|

BC|x||y|−n−1 dy

= BC|x|
�
|y|>2|x|

|y|−n−1 dy

= BC|x|ωn
� ∞

2|x|

1

r2
dr

= C1|x|
1

2|x|
= C2
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So I1 is bounded. As for I2, we note that from the above

1

|x− y|n
≤ 2n

|y|n

Using the homogeneity property, since

Ω(x) = Ω
( x
|x|

)
and since (see [35])∣∣∣ x− y|x− y|

− y

|y|

∣∣∣ ≤ 2
|x|
|y|

using the Dini-continuity property we have, by definition

|Ω(x− y)− Ω(y)| ≤ ω
(

2
|x|
|y|

)
Then

I2 =

�
|y|>2|x|

|Ω(x− y)− Ω(y)|
|x− y|n

dy

≤ 2n
�
|y|>2|x|

ω
(

2 |x||y|

)
|y|n

dy

= Cωn

� ∞
2|x|

ω
(

2 |x|
r

)
r

dr

= Cωn

� ∞
2|x|

ω
(

2
|x|
r

)dr
r

= C1

� 1

0

ω(δ)

δ
dδ

< ∞

since Ω is Dini-continuous. So I = I1 + I2 is finite.
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The Poisson Equation

In this section we will discuss the construction of the solution of the Laplace and

Poisson Equations. We will be using material from primarily Evans ([7]), John ([17]),

and [38].

B.1 The Laplace Equation and the Solution

The Laplace equation is given by

∆u−
n∑
i=1

uxixi = 0

where the uxi are partial derivatives respect to variable xi, and u = u(x1, . . . xn). If

x ∈ Rn, that is x = (x1, x2, . . . , xn), then the Euclidean distance given by

|x| =

√√√√ n∑
i=1

x2
i

It is well known that
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Appendix B. The Poisson Equation

Definition B.1.1. The fundamental solution of the Laplace equation for n ≥ 3 is

given by

Φ(x) =
2− n
ωn
|x|2−n

For n = 3, this is

Φ(x) = − 1

4π

1

|x− y|

Of special interest in the paper is the radial part of the kernel, |x − y|, and its

derivatives. Let

r(x) = |x| =

√√√√ 3∑
i=1

x2
i

and define

ri =
∂r

∂xi

We now compute the derivatives and their bounds:

ri(x) = − xi
|x|

|ri(x)| ≤ C (B.1.1)

rij(x) = −xixj
|x|3

|rij(x)| ≤ C

|x|
(B.1.2)

rjj(x) =
|x|2 − x2

j

|x|3
|rjj(x)| ≤ C

|x|
(B.1.3)

Additionally, we have have

rijk(x) = −3xixjxk
|x|5

|rijk(x)| ≤ C

|x|2
(B.1.4)

rjjk(x) =
xk(3x

2
j − |x|2)

|x|5
|rjjk(x)| ≤ C

|x|2
(B.1.5)

rkkk(x) =
3xk(x

2
k − |x|2)

|x|5
|rkkk(x)| ≤ C

|x|2
(B.1.6)

These equations are used throughout the paper.
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B.2 The Poisson Equation and the Solution

We now turn our attention to the solution of the Poisson equation. The background

material can be found in either Evans ([7]) or John ([17]). First, let us write the

inhomogeneous Laplace equation, otherwise known as the Poisson equation:

−∆u = g

We will now first consider a solution for suitable g. Let g ∈ C2
0 , that is g is twice

differentiable on a set of compact support. The solution can be found in [7] or [17].

Theorem B.2.1. The solution of the Poisson equation

−∆u = g

in Rn is given by

u(x) =

�
Rn

Φ(x− y)g(y) dy

where

Φ(x) =
2− n
ωn
|x|2−n

with u ∈ C2. In particular, for n = 3 we have

u(x) =
1

4π

�
R3

1

|x− y|
g(y) dy

We may write

u(x) =

�
Rn

Φ(x− y)g(y) dy =

�
Rn

Φ(y)g(x− y) dy

for suitable g(x) of compact support.
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Appendix B. The Poisson Equation

B.3 Relation to Navier-Stokes Equations

We will connect Poisson’s equation to Navier-Stokes equation. Recall the divergence-

free condition ∇ · u = 0. It will be shown that upon taking the divergence of both

sides of the Navier-Stokes , that is, by applying the divergence operator ∇· to both

sides of the Navier-Stokes equation, where u ≡ u(x, t), p ≡ p(x, t), to show that

−∆p(x, t) = g(x, t)

where g(x, t) =
∑3

i,j=1DiDj(uiuj)(x, t) (see [29]). In the language of Poisson’s equa-

tion g is the source of the pressure field, and p is the pressure field. Consider now,

with ∇ · u = 0:

∇ · (ut + u · ∇u+∇p) = ∇ · ν∆u

We determine that the first computation is 0.

∇ · (ut) =
3∑
i=1

∇ · ut

=
3∑
i=1

uit

=
∂

∂t
(∇ · u)

=
∂

∂t
(0)

= 0
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Appendix B. The Poisson Equation

For the second term:

∇ · (u · ∇u) =
3∑

i,j=1

Di(ujDjui)

=
3∑

i,j=1

ujDiDj(ui) + (Diuj)(Djui)

=
3∑

i,j=1

ujDjDi(ui) + (Diuj)(Djui)

=
3∑
j=1

ujDj

3∑
i=1

Di(ui) +
3∑

i,j=1

(Diuj)(Djui)

=
3∑
j=1

ujDj(0) +
3∑
i=1

(Diuj)(Djui)

=
3∑

i,j=1

(Diuj)(Djui)

=
3∑

i,j=1

(Diuj)(Djui)

We note here that

3∑
i,j=1

(Diuj)(Djui) =
3∑

i,j=1

DiDj(uiuj) (B.3.1)
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from the following computation:

3∑
i,j=1

DiDj(uiuj) =
3∑
i=1

3∑
j=1

DiDj(uiuj)

=
3∑
i=1

3∑
j=1

Di((uiDjuj) + uj(Djui))

=
3∑
i=1

Di

(
ui

3∑
j=1

Djuj +
3∑
j=1

uj(Djui)
)

=
3∑
i=1

Di

(
ui · 0 +

3∑
j=1

uj(Djui)
)

=
3∑
i=1

Di

( 3∑
j=1

uj(Djui)
)

=
3∑
i=1

3∑
j=1

Di(uj(Djui))

=
3∑
i=1

3∑
j=1

ujDiDjui + (Diuj)(Djui)

=
3∑
i=1

3∑
j=1

ujDjDiui + (Diuj)(Djui)

=
3∑
j=1

3∑
i=1

ujDjDiui + (Diuj)(Djui)

=
3∑
j=1

ujDj

( 3∑
i=1

Diui

)
+

3∑
j=1

3∑
i=1

(Diuj)(Djui)

=
3∑
j=1

ujDj(0) +
3∑
j=1

3∑
i=1

(Diuj)(Djui)

=
3∑
j=1

3∑
i=1

(Diuj)(Djui)

=
3∑

i,j=1

(Diuj)(Djui)
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Appendix B. The Poisson Equation

For the third term, we simply have

∇ · ∇p = ∆p

For the last term on the right hand side we obtain:

∇ · (ν∆u) = ν(∇ ·
3∑
i=1

uii)

= ν
3∑
i=1

∇ · uii

= ν
3∑
i=1

3∑
j=1

Dj(uii)j

= ν
3∑
i=1

3∑
j=1

Dj(Di(Di(uj)))

= ν
3∑
i=1

Di

(
Di

( 3∑
j=1

Dj(uj)
))

= ν
3∑
i=1

Di(Di(0))

= ν · 0

= 0

So the first and last terms are 0. This yields:

∇ · (ut + u · ∇u+∇p) = ∇ · ν∆u

⇒
3∑

i,j=1

(Diuj)(Djui) + ∆p = 0

⇒
3∑

i,j=1

(Diuj)(Djui) + ∆p = 0

⇒ −∆p =
3∑

i,j=1

(Diuj)(Djui)
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Appendix B. The Poisson Equation

Thus

−∆p =
3∑

i,j=1

(Diuj)(Djui)

We may rewrite this as:

−∆p =
3∑

i,j=1

DiDj(uiuj) (B.3.2)

Thus we have

−∆p(x, t) = g(x, t) (B.3.3)

where g(x, t) =
∑3

i,j=1DiDj(uiuj)(x, t) =
∑3

i,j=1(Diuj)(Djui)
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Appendix C

The Heat (Diffusion) Equation and

Solution

C.1 The Heat Equation with Solution

The homogeneous heat equation is given by

ut = ∆u (C.1.1)

If u(x, 0) = g(x), then the function

u(x, t) =

�
Rn

1

(4πt)
n
2

e−
|x−y|2

4t g(y) dy (C.1.2)

solves (C.1.1) with u(x, 0) = g(x). The non-homogeneous heat equation

ut = ∆u+ F (x, t) (C.1.3)

can be solved by

u(x, t) =

� t

0

�
Rn

1

(4π(t− s))n2
e−
|x−y|2
4(t−s)F (y, s) dyds (C.1.4)
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Appendix C. The Heat (Diffusion) Equation and Solution

with u = 0 at t = 0. We will write

e∆tg = u(x, t) =

�
Rn

1

(4πt)
n
2

e−
|x−y|2

4t g(y) dy (C.1.5)

for a simplified expression of the solution. Thus (C.1.4) becomes

u(x, t) =

� t

0

e∆(t−s)F (s) ds (C.1.6)

Finally, through the use of Duhamel’s principle, we may consider a problem

ut −∆u = F (x, t) with u(x, 0) = g(x) (C.1.7)

and write the solution as

u(x, t) = e∆tg +

� t

0

e∆(t−s)F (s) ds (C.1.8)

where

e∆tg =

�
Rn

1

(4πt)
n
2

e−
|x−y|2

4t g(y) dy

C.2 Relation to Navier-Stokes Equations

Let x ∈ R3 be a space variable, let t ∈ R, where t ≥ 0 is the time variable. Then the

homogeneous heat equation is given by:

ut = ν∆u (C.2.1)

while the inhomogeneous heat equationis given by:

ut = ν∆u+ F (x, t) (C.2.2)

Now, recall the incompressible Navier-Stokes . We have

ut + u · ∇u+∇p = ν∆u⇒ ut = ν∆u− (u · ∇u+∇p)

= ν∆u+Q
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Appendix C. The Heat (Diffusion) Equation and Solution

Thus the Navier-Stokes equation becomes

ut = ν∆u− (u · ∇u+∇p) (C.2.3)

where Q ≡ Q(x, t) = −u · ∇u − ∇p, u ≡ u(x, t), and p ≡ p(x, t). Thus the

Navier-Stokes equations are essentially a non-linear form of the three-dimensional

heat equation. Using (C.1.8) we may write (for ν = 1)

u(x, t) = e∆tg +

� t

0

e∆(t−s)Q(s) ds (C.2.4)

where

Q ≡ Q(x, t) = −u · ∇u−∇p, u ≡ u(x, t), and p ≡ p(x, t). (C.2.5)
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Appendix D

Bounds Involving a Cutoff

Function

D.1 The Bounds on the Derivatives of φ

In this section we will produce several calculations crucial to results in the main

paper.

Lemma D.1.1. Let φ be a C∞ cut-off function where φ(r) = 1 for 0 ≤ r ≤ 1,

φ(r) = 0 for r ≥ 2, and 0 ≤ φ(r) ≤ 1. Then for δ > 0, if 0 ≤ |x− y| ≤ 2δ, and

φ ≡ φ
( |x− y|

δ

)
then for all i, j

|Di(φ)| ≤ C

δ
and |DiDj(φ)| ≤ C

δ2
(D.1.1)

where the constant C depends on ‖φ′‖∞ for |Di(φ)|, and depends on ‖φ′‖∞, ‖φ′′‖∞
for |DiDj(φ)|
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Appendix D. Bounds Involving a Cutoff Function

Proof. We use equation (B.1.1) and define Di = ∂
∂yi

. Then trivially

Di(φ) =
−φ′(xi − yi)
δ|x− y|

so that

|Di(φ)| ≤
∣∣∣φ′(xi − yi)
δ|x− y|

∣∣∣
∞
≤ ‖φ

′‖∞
δ

=
C

δ

where C depends on φ′. Next, for i 6= j, we use (B.1.2):

DiDj(φ) = Di

(
− φ′(xi − yi)

δ|x− y|

)
=

1

δ

[−φ′′(xi − yi)(xj − yj)
|x− y|3

+
(xi − yi)(xj − yj)φ′

δ|x− y|2
]

=
1

δ

(xi − yi)(xj − yj)
|x− y|2

[φ′′
δ
− φ′

|x− y|

]
=

1

δ

(xi − yi)(xj − yj)
|x− y|2

[ρ]

Thus

DiDj(φ) =
1

δ

(xi − yi)(xj − yj)
|x− y|2

[ρ] (D.1.2)

where

ρ =
φ′′

δ
− φ′

|x− y|

Now, if |x− y| ≤ 2δ,

− 1

|x− y|
≤ − 1

2δ
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so that

‖ρ‖∞ =
∥∥∥φ′′
δ
− φ′

|x− y|

∥∥∥
∞

≤
∥∥∥φ′′
δ
− φ′

2δ

∥∥∥
∞

= ‖2φ′′

2δ
− φ′

2δ

∥∥∥
∞

≤ 1

2δ
‖2φ′′ − φ′‖∞

≤ 1

2δ
(‖2φ′′‖∞ + ‖φ′‖∞)

=
C

δ

where C = ‖2φ′′‖∞ + ‖φ′‖∞; that is C depends on φ′ and φ′′. Thus

|DiDj(φ)| =
∣∣∣1
δ

(xi − yi)(xj − yj)
|x− y|2

[ρ]
∣∣∣

≤ 1

δ

∣∣∣(xi − yi)(xj − yj)|x− y|2
∣∣∣‖ρ‖∞

≤ 1

δ
‖ρ‖∞

≤ 1

δ
· C
δ

=
C

δ2

and the constant C is as described above. If i = j, we use (B.1.3) and obtain

DjDj(φ) = −1

δ

[(xj − yj)2

|x− y|2
· φ
′′

δ
+ φ′ · |x− y|

2 − (xj − yj)2

|x− y|3
]

Using a similar approach to the case i 6= j we again obtain

|DjDj(φ)| ≤ C

δ2

and the required result is obtained.
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Lemma D.1.2. Let φ be a C∞ cut-off function where φ(r) = 1 for 0 ≤ r ≤ 1,

φ(r) = 0 for r ≥ 2, and 0 ≤ φ(r) ≤ 1. Then for δ > 0, if 0 ≤ |x− y| ≤ 2δ, and

φ = φ
( |x− y|

δ

)
then for all i, j, k

|DiDjDk,x(φ)| ≤ C

δ3
(D.1.3)

where C depends on φ′, φ′′, and φ′′′.

Proof. From (D.1.1)and (B.1.2) we may write

DjDk,x(φ) = −1

δ

(xj − yj)(xk − yk)
|x− y|2

[φ′′
δ
− φ′

|x− y|

]
= AB (D.1.4)

where

A =
1

δ

(xj − yj)(xk − yk)
|x− y|2

and B =
φ′′

δ
− φ′

|x− y|

Here we will use (B.1.2), (B.1.3), and (B.1.4). We write zi = xi−yi and first compute

Di(A):

Di(A) =
2(xi − yi)(xj − yj)(xk − yk)

δ|x− y|4
=

2zizjzk
δ|z|4

Next, for the more complicated Di(B), and Di(AB).

DiB = Di

[φ′′
δ
− φ′

|x− y|

]
=

[
− φ′′′

δ2
· xi − yi
|x− y|

−
|x− y| · φ′′ · −(xi−yi)

δ|x−y| − φ
′ · −xi−yi|x−y|

|x− y|2
]

=
xi − yi
|x− y|

[
− φ′′′

δ2
+

φ′′

δ|x− y|
− φ′

|x− y|2
]

=
zi
|z|

[
− φ′′′

δ2
+

φ′′

δ|z|
− φ′

|z|2
]
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Di(AB) = A(DiB) + (DiA)B

= −1

δ

(zjzk)

|z|2
· zi
|z|

[
− φ′′′

δ2
+

φ′′

δ|z|
− φ′

|z|2
]

− 2zizjzk
δ|z|4

[φ′′
δ
− φ′

|z|

]
=

zizjzk
δ|z|3

[φ′′′
δ2
−
( φ′′
δ|z|
− φ′

|z|2
)

+
2

|z|

(φ′′
δ
− φ′

|z|

)]
=

zizjzk
δ|z|3

[φ′′′
δ2
− 1

|z|

(φ′′
δ
− φ′

|z|

)
+

2

|z|

(φ′′
δ
− φ′

|z|

)]
=

zizjzk
δ|z|3

[φ′′′
δ2

+
1

|z|

(φ′′
δ
− φ′

|z|

)]

Finally with |z| = |x− y| ≤ 2δ we compute

|DiDjDk,x(φ)| = Di(AB)

= |A(DiB) + (DiA)B|

=
∣∣∣− zizjzk

δ|z|3
[(
− φ′′′

δ2
+

1

|z|

(φ′′
δ
− φ′

|z|

)]
‖

≤ 1

δ

∥∥∥− φ′′′

δ2
+

1

|z|

(φ′′
δ
− φ′

2δ

)]∥∥∥
∞

≤ 1

δ

∥∥∥− φ′′′

δ2
+

1

2δ|z|
(2φ′′ − φ′)

∥∥∥
∞

≤ 1

δ2

∥∥∥φ′′′
δ
− 1

2|z|
(2φ′′ − φ′)

∥∥∥
∞

≤ 1

2δ2

∥∥∥2φ′′′

δ
− 1

|z|
(2φ′′ − φ′)

∥∥∥
∞

≤ 1

2δ2

∥∥∥2φ′′′

δ
− 1

2δ
(2φ′′ − φ′)

∥∥∥
∞

≤ 1

2δ2

∥∥∥4φ′′′

2δ
− 1

2δ
(2φ′′ − φ′)

∥∥∥
∞

=
1

4δ3
‖4φ′′′ − 2(φ′′ − φ′)‖∞

=
1

4δ3
(‖4φ′′′‖∞ + ‖2φ′′‖∞ + ‖φ′‖∞)

=
C

δ3
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We note here that C is a combination of the maximum norms of ‖φ′‖∞,‖φ′′‖∞, and

‖φ′′′‖∞. If i = j, or i = j = k, we use (B.1.4), (B.1.5), or (B.1.6), and again the

bound

|DiDjDk,x(φ)| ≤ C

δ3

is obtained.

D.2 The Bounds on the Derivatives of u

We now turn our attention to the derivatives in maximum norm of the integrands in

Chapter 4. We recall (4.7):

‖Djv(x, t)‖∞ = max
|α|=j
‖Dαv(x, t)‖∞

where ‖Djv(x, t)‖∞ measures all space derivatives of order j in maximum norm. We

first prove:

Theorem D.2.1. Let v be a C∞ function, and consider the function u from the

Navier-Stokes equations, with the divergence-free condition ∇ · u = 0. Then for

1 ≤ i, j ≤ 3

|Di(vuiuj)| ≤ ‖v‖∞‖u‖∞‖Du‖∞ + |Div|‖u‖2
∞ (D.2.1)
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Proof. We have Di(vuiuj) = v(Di(uiuj)) + (Div)(uiuj). Then

|Di(vuiuj)| ≤ |
∑
i,j

Di(vuiuj)|

= |
∑
i,j

v(Di(uiuj)) + (Div)(uiuj)|

=
∑
i,j

|v[uiDiuj + ujDiui] + (Div)(uiuj)|

≤
∑
i,j

|v[uiDiuj] + (Div)(uiuj)|

≤
∑
i,j

|v||uiDiuj|+ |(Div)|(uiuj)|

≤ ‖v‖∞‖u‖∞‖Du‖∞ + |Div‖‖u‖2
∞

We now prove

Theorem D.2.2. Let v be a C∞ function, and consider the function u from the

Navier-Stokes equations, with the divergence-free condition ∇ · u = 0. Then for for

all i, j with 1 ≤ i, j ≤ 3

|DiDj(vuiuj)| ≤ ‖v‖∞‖Du‖2
∞ + |Div|‖u‖∞‖Du‖∞ + |DiDjv‖‖u‖2

∞ (D.2.2)

Proof. Recalling from (B.3.1) that
∑3

i,j=1DiDj(uiuj)(x, t) =
∑3

i,j=1(Diuj)(Djui) we

compute

DiDj(vuiuj) = Di[v(Di(uiuj)) + (Djv)(uiuj)]

= v(DiDjuiuj) + (Div)[uiDjuj + ujDjui]

+ (Djv)[uiDiuj + ujDiui] + (DiDjv)(uiuj)
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Again, using the divergence-free condition we now obtain

|DiDj(vuiuj)| ≤ |
∑
i,j

DiDj(vuiuj)|

= |
∑
i,j

v(DiDjuiuj) + (Div)[uiDjuj + ujDjui]

+ (Djv)[uiDiuj + ujDiui] + (DiDjv)(uiuj)|

≤ ‖v‖∞‖Du‖2
∞

+ (|Div|+ |Djv|)(‖u‖∞‖Du‖∞) + |DiDjv|‖u‖2
∞

≤ |v|∞‖Du‖2
∞ + C|Div|‖u‖∞‖Du‖∞ + |DiDjv|‖u‖2

∞

Finally, we will write the bounds of |Di(vuiuj)| and |DiDj(vuiuj)| in terms of

‖u‖∞, ‖Du‖∞, and δ.

Corollary D.2.1. Let v be defined by the C∞ cut-off function from D.1.1, where

v = φ(r) =
( |x− y|

δ

)
Then

|Di(φuiuj)| ≤ C(δ−1‖u‖2
∞ + ‖u‖∞‖Du‖∞) (D.2.3)

where C is a constant depending on the maximum norm of φ,φ′.

Proof. From Theorem D.2.1 we have, for all i, j:

|Di(vuiuj)| ≤ ‖v‖∞‖u‖∞‖Du‖∞ + |Div‖‖u‖2
∞

For v = φ, we have

|Di(φuiuj)| ≤ ‖φ‖∞‖u‖∞‖Du‖∞ + |Diφ‖‖u‖2
∞
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Now, suppose C1 = ‖φ‖∞. Note from Lemma D.1.1, that there exists a constant C2

where

|Di(φ)| ≤ C2

δ

C2 is a constant depending on the maximum norm of φ′, φ′′ Then

|Di(φuiuj)| ≤ ‖φ‖∞‖u‖∞‖Du‖∞ + ‖Diφ‖∞‖u‖2
∞

≤ ‖φ‖∞‖u‖∞‖Du‖∞ +
C1

δ
‖u‖2

∞

= C2‖u‖∞‖Du‖∞ +
C1

δ
‖u‖2

∞

≤ C(δ−1‖u‖2
∞ + ‖u‖∞‖Du‖∞)

We note here that C is a constant depending on the maximum norm of φ and φ′ in

maximum norm. That is

C1, C2 ≤ C = max{‖φ‖∞, ‖φ′‖∞}

Next we have

Corollary D.2.2. Let v be defined by the C∞ cut-off function from D.1.1, where

v = φ(r) =
( |x− y|

δ

)
Then, for all i, j:

|DiDj(φuiuj)| ≤ C[‖Du‖2
∞ + δ−1‖u‖∞‖Du‖∞ + δ−2‖u‖2

∞] (D.2.4)

where C is a constant depending on the maximum norms of φ, φ′, and φ′′.

Proof. We begin with theorem D.2.2 and equation (D.2.2)

|DiDj(vuiuj)| ≤ ‖v‖∞‖Du‖2
∞ + |Div|‖u‖∞‖Du‖∞ + |DiDjv|‖u‖2

∞
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Then, with v = φ

|DiDj(φuiuj)| ≤ ‖φ‖∞‖Du‖2
∞ + |Diφ|‖u‖∞‖Du‖∞ + |DiDjφ|‖u‖2

∞

Now, let C1 = ‖φ‖∞, and recall from Lemma (D.1.1) (equation (D.1.1)) that there

exists constants C2 and C3 depending on φ′ and φ′′ such that

‖Di(φ)‖∞ ≤
C2

δ
and ‖DiDj(φ)‖∞ ≤

C3

δ2

We now compute

|DiDj(vuiuj)| ≤ ‖φ‖∞‖Du‖2
∞ + ‖Diφ‖∞‖u‖∞‖Du‖∞

+ |Djφ‖∞‖u‖∞‖Du‖∞ + ‖DiDjφ‖∞‖u‖2
∞

≤ C1‖Du‖2
∞ + C2δ

−1‖u‖∞‖Du‖∞ + C3δ
−2‖u‖2

∞

≤ C[‖Du‖2
∞ + δ−1‖u‖∞‖Du‖∞ + δ−2‖u‖2

∞]

where C = max{C1, C2, C3}, and depends on φ, φ′, φ′′.

Finally, we let v = φk,x to obtain the final corollary.

Corollary D.2.3. Let v be defined by the C∞ cut-off function from D.1.1, where

v = Dk,xφ(r), and

v = φ(r) =
( |x− y|

δ

)
Then for all i, j, k:

|DiDjDk,x(uiuj)| ≤ C[δ−1‖Du‖2
∞ + δ−2‖u‖∞‖Du‖∞ + δ−3‖u‖2

∞] (D.2.5)

Proof. In this case we begin with theorem D.2.2 and equation (D.2.2):

|DiDj(vuiuj)| ≤ ‖v‖∞‖Du‖2
∞ + |Div|‖u‖∞‖Du‖∞ + |DiDjv|‖u‖2

∞
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We note that for v = Dk,xφ we have from Lemma D.1 that there is a C1 dependent

on φ′ and a C2 dependent on φ′, φ′′ such that

|Dk,xφ| ≤
C1

δ
and DjDk,x(φ)| ≤ C2

δ2

Additionally, we use lemma D.1.2 and equation (D.1.3)

|DiDjDk,x(φ)| ≤ C3

δ3

Then, with v = Dk,xφ

|DiDjDk,xφ(uiuj)| ≤ ‖Dk,xφ‖∞‖Du‖2
∞ + ‖DjDk,xφ‖∞‖u‖∞‖Du‖∞

+ ‖DiDjDk,xφ‖∞‖u‖2
∞

We now produce

‖DiDjDk,x(uiuj)‖∞ ≤ ‖Dk,xφ‖∞‖Du‖2
∞ + ‖DjDk,xφ‖∞‖u‖∞‖Du‖∞

+ ‖DiDk,xφ‖∞‖u‖∞‖Du‖∞ + ‖DiDjDk,xφ‖∞‖u‖2
∞

≤ C1δ
−1‖Du‖2

∞ + 2C2δ
−2‖u‖∞‖Du‖∞ + C3δ

−3‖u‖2
∞

≤ C[δ−1‖Du‖2
∞ + δ−2‖u‖∞‖Du‖∞ + δ−3‖u‖2

∞]

Where C = max{C1, C2, C3} and depends on the maximum norms of φ′, φ′′, φ′′′

This completes the necessary computations in terms of the maximum norm.

D.3 Ancillary Results

In this section we note various technical results needed in Chapter 4 and 5. We

display here the Leibnitz differentiation rule that will be used in Chapter 4.
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Lemma D.3.1. The nth derivative of the product f · g is given by

(f · g)(n) =
n∑
k=0

(
n

k

)
f (k)g(n−k) (D.3.1)

Recall the definition of the Beta function

Definition D.3.1. The Beta function is defined to be

B(a, b) =

� 1

0

ta−1(1− t)b−1 dt (D.3.2)

One may express the Beta function as

B(x, y) =
Γ(a)Γ(b)

Γ(a+ b)

The incomplete Beta function is defined to be

Definition D.3.2. The incomplete Beta function is defined to be

Bx(a, b) =

� x

0

ta−1(1− t)b−1 dt (D.3.3)

We now prove the following lemma

Lemma D.3.2. Let t be a variable, t > 0. Then

I =

� t

t/2

(t− s)−1/2s−j/2 ds = t(1−j)/2B1/2(1/2, 1 + j/2) (D.3.4)

where Bx(a, b) is the incomplete Beta function.

Proof. Let u = t − s, s = t − u. At s = t, u = 0, while at s = t/2, u = t/2, with

du = −ds. Then

I =

� t

t/2

(t− s)−1/2s−j/2 ds

= −
� 0

t/2

u−1/2(t− u)−j/2 du

=

� t/2

0

u−1/2(t− u)−j/2 du
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Now let r = u
t
. Then dr = du

t
. At u = t/2, r = 1/2 while at u = 0, r = 0. We now

compute

I =

� t/2

0

u−1/2(t− u)−j/2 du

=

� t/2

0

(tr)−1/2(t− u)−j/2
dr

t

=

� t/2

0

(tr)−1/2
(

1− u

t

)−j/2
t dr

= t−1/2 · t · t−j/2
� 1/2

0

r−1/2(1− r)−j/2 dr

= t1/2 · t−j/2
� 1/2

0

r−1/2(1− r)−j/2 dr

= t(1−j)/2
� 1/2

0

r−1/2(1− r)−j/2 dr

= t(1−j)/2B1/2(1/2, 1 + j/2)

The required result is proved.
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Theorems for Pressure Derivatives

E.1 Bounds on the Local Pressure Derivative

In this section we prove the bounds on the local pressure derivative of order j − 1.

That is, Dj−1(Dq,x)(ploc(x)). This is used in determining bounds on the derivatives

Dju in maximum norm. The theorem is listen in the main paper as Theorem 5.1.1.

It is used to prove Proposition 5.1.1. Finally, it will be noted here that C0 = 1
4π

.

Theorem E.1.1. Consider the Navier-Stokes equation

vt = ∆v +DjQ, v = Dju

u a solution, and where

Q = −∇p− u · ∇u

Let j ≥ 1 and assume that for 0 ≤ k ≤ j − 1 there are constants Kk independent of

t and f such that

tk/2‖Dku(t)‖∞ ≤ Kk‖f‖∞ for 0 < t ≤ c0

‖f‖2
∞

(E.1.1)
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Then there exists a constant C independent of t and f such that

‖Dj−1(Dq,x)(ploc(x))‖∞ ≤ C(‖f‖∞‖Dju‖∞+ t−(j−1)/2‖f‖2
∞+ t−j/2‖f‖2

∞) (E.1.2)

Proof. As in the previous theorems we will let δ =
√
t. Applying Dj−1 to both sides

of

ut = ∆u+Q, v = Dju

we obtain

vt = ∆v +Dj−1Q, v = Dj−1u

By taking the divergence of

vt = ∆v +Dj−1Q, v = Dj−1u

we have −∆Dj−1p =
∑

i,kDiDk(D
j−1(uiuk)). The solution is given by Dj−1ploc +

Dj−1pglb where

Dj−1ploc(x) =
∑
i,k

C0

�
0<|x−y|<2δ

|x− y|−1DiDk(φ(Dj−1(uiuk))) dy

and

Dj−1pglb(x) =
∑
i,k

C0

�
|x−y|>δ

|x− y|−1DiDk((1− φ)(Dj−1(uiuk))) dy

We begin with Dq,x(D
j−1ploc(x)).

Dq,x(D
j−1ploc(x)) =

∑
i,j

C0

�
B(x,2δ)

Dq,x(|x− y|−1)DiDk(φD
j−1(uiuk)) dy

+
∑
i,j

C0

�
B(x,2δ)

|x− y|−1(DiDj(Dq,x(φ))Dj−1(uiuk)) dy

= I1 + I2
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Using Theorem D.2.2, replacing uiuj with Dj−1(uiuj), and rearranging we have

‖DiDk(vD
j−1(uiuk))‖∞ =

∑
i,k

‖vDj−1(DiukDkui)‖∞

+ ‖(Div)Dj−1(ukDkui)‖∞

+
∑
i,k

‖(Dkv)(uiDiuk)‖∞

+ ‖(DiDkv)Dj−1(uiuk)‖∞

= J1 + J2 + J3 + J4

For J1 we use the Leibnitz differentiation theorem. We note that this term is

quadratic in Du. Now for any maximum norm derivatives of order l, with the

assumption on ‖Dku‖∞:

‖Dl(uiuk)‖∞ = ‖
l∑

m=0

(
l

m

)
DmuiD

l−muk‖∞

≤ ‖
l∑

m=0

CmD
muiD

l−muk‖∞

≤ Cm‖
l∑

m=0

‖DmuiD
l−muk‖∞

≤ Cm‖
l∑

m=0

‖Dmui‖∞‖Dl−muk‖∞

≤ Cm‖
l∑

m=0

‖Dmu‖∞‖Dl−mu‖∞

≤ Cm(‖u‖∞‖Dlu‖∞ +
l−1∑
m=1

‖Dmu‖∞‖Dl−mu‖∞)

≤ Cm(‖u‖∞‖Dlu‖∞ +
l−1∑
m=1

t−m/2Km‖f‖∞t(m−l)/2Km−l‖f‖∞)

≤ CmKmax(‖u‖∞‖Dlu‖∞ + t−l/2‖f‖2
∞)

≤ C2(‖u‖∞‖Dlu‖∞ + t−l/2‖f‖2
∞)
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Thus

‖Dl(uiuk)‖∞ ≤ C(‖u‖∞‖Dlu‖∞ + t−l/2‖f‖2
∞) (E.1.3)

with C independent of t and f . Replacing the u with Du, and letting l = j − 1, in

equation (E.1.3) we obtain

‖Dj−1(DiukDkui)‖∞ = C(‖Du‖∞‖Dju‖∞ + t−(j−1)/2‖f‖2
∞)

Then, for v = φ, and using the assumption on ‖Dku‖∞

J1 = ‖vDj−1(DiukDkui)‖∞

≤ ‖v‖∞‖Dj−1(DiukDkui)‖∞

≤ C1C2(‖‖Du‖∞‖∞‖Dju‖∞ + t−(j−1)/2‖f‖2
∞)

= C3(‖f‖∞t−1/2‖Dju‖∞ +Kj−1t
−(j−1)/2‖f‖2

∞)

Next, for J2, and ‖(Div)‖∞ = ‖(Diφ)‖∞ ≤ Cδ−1

J2 = ‖(Diφ)Dj−1(ukDkui)‖∞

≤ C2Cδ
−1(‖u‖∞‖Dj−1u‖∞ +Kj−1t

−(j−1)/2‖f‖2
∞)

≤ C3δ
−1t−(j−1)/2‖f‖2

∞

J3 is the same. For J4, ‖DiDkv‖∞ = ‖DiDkφ‖∞ ≤ Cδ−2 and

J4 = ‖(DiDkφ)Dj−1(ukDkui)‖∞

≤ C2Cδ
−2(‖u‖∞‖Dj−1u‖∞ +Kj−1t

−(j−1)/2‖f‖2
∞)

≤ C3δ
−2t−(j−1)/2‖f‖2

∞
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Finally

‖DiDk(φD
j−1(uiuk))‖∞ = J1 + J2 + J3 + J4

≤ C3(‖f‖∞t−1/2‖Dju‖∞ +Kj−1t
−(j−1)/2‖f‖2

∞)

+ 2C3δ
−1t−(j−1)/2‖f‖2

∞

+ C3δ
−2t−(j−1)/2‖f‖2

∞

Now for I1: The computation is similar to the one in section 4.3

‖I1‖∞ =
∥∥∥∑

i,j

C0

�
B(x,2δ)

Dq,x(|x− y|−1)DiDk(φD
j−1(uiuk)) dy

∥∥∥
∞

≤ C0‖DiDk(φD
j−1(uiuk))‖∞

�
B(x,2δ)

|x− y|−2 dy

≤ C0‖DiDk(φD
j−1(uiuk))‖∞2δ

≤ 2C0δ(C3(‖f‖∞t−1/2‖Dju‖∞ +Kj−1t
−(j−1)/2‖f‖2

∞) + C3δ
−1t−(j−1)/2‖f‖2

∞

+ C3δ
−2t−(j−1)/2‖f‖2

∞

= C5(δ‖f‖∞t−1/2‖Dju‖∞ + t−(j−1)/2‖f‖2
∞ + δ−1t−(j−1)/2‖f‖2

∞

For δ = t1/2 we have

‖I1‖∞ ≤ ‖f‖∞‖Dju‖∞ + t−(j−1)/2‖f‖2
∞ + t−j/2‖f‖2

∞

Consider now I2. First, from equation (D.2.5) and v = Dq,xφ, the structure is exactly

the same as I1.

‖(DiDj(Dq,x(φ))Dj−1(uiuk))‖∞ =
∑
i,k

‖vDj−1(DiukDkui)‖∞

+ ‖(Div)Dj−1(ukDkui)‖∞

+ ‖(Dkv)(uiDiuk)‖∞

+ ‖(DiDkv)Dj−1(uiuk)‖∞

= J5 + J6 + J7 + J8
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We note here that J1 ≡ J5, J2 ≡ J6, J3 ≡ J7, J4 ≡ J8. The only change is that

‖Dk,xφ‖∞ ≤ Cδ−1 ‖DiDk,xφ‖∞ ≤ Cδ−2 ‖DiDkDq,xφ‖∞ ≤ Cδ−3

Thus

‖I2‖∞ ≤ C0‖DiDk(Dq,xφD
j−1(uiuk))‖∞

�
B(x,2δ)

|x− y|−1 dy

≤ C0‖DiDk(Dq,xφD
j−1(uiuk))‖∞C1δ

2

≤ 2C0C1δ
2(C3(‖f‖∞δ−1t−1/2‖Dju‖∞

+ δ−2Kj−1t
−(j−1)/2‖f‖2

∞)

+ C3δ
−2t−(j−1)/2‖f‖2

∞

+ C3δ
−3t−(j−1)/2‖f‖2

∞

= C(δ‖f‖∞t−1/2‖Dju‖∞ + t−(j−1)/2‖f‖2
∞ + δ−1t−(j−1)/2‖f‖2

∞)

For δ = t1/2 we have

‖I2‖∞ ≤ ‖f‖∞‖Dju‖∞ + t−(j−1)/2‖f‖2
∞ + t−j/2‖f‖2

∞

Thus we have

‖Dq,xploc‖∞ = ‖I1 + I2‖∞

= ‖I1‖∞ + ‖I2‖∞

= C5(‖f‖∞‖Dju‖∞ + t−(j−1)/2‖f‖2
∞ + t−j/2‖f‖2

∞)

+ C6(‖f‖∞‖Dju‖∞ + t−(j−1)/2‖f‖2
∞ + t−j/2‖f‖2

∞)

≤ C7(‖f‖∞‖Dju‖∞ + t−(j−1)/2‖f‖2
∞ + t−j/2‖f‖2

∞)

This is the required result.
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E.2 Bounds on the Global Pressure Derivative

Our next theorem concerns ‖Dq,xpglb‖∞. Again, this is used in Proposition 5.1.1 to

prove bounds on the derivative Dju. In the main paper it is listed as Theorem 5.1.2.

Theorem E.2.1. Consider the Navier-Stokes equation

vt = ∆v +DjQ, v = Dju

u a solution, and where

Q = −∇p− u · ∇u

Let j ≥ 1 and assume that for 0 ≤ k ≤ j − 1 there are constants Kk independent of

t and f such that

tk/2‖Dku(t)‖∞ ≤ Kk‖f‖∞ for 0 < t ≤ c0

‖f‖2
∞

Then there exists a constant C independent of t and f such that

‖Dj−1(Dq,x(pglb(x))‖∞ ≤ C‖f‖2
∞t
−j/2 (E.2.1)

Proof. We begin be applying integration by parts to

Dj−1pglb(x) =
∑
i,k

C0

�
|x−y|>δ

|x− y|−1DiDk((1− φ)(Dj−1(uiuk))) dy

We find that

Dj−1pglb(x) =
∑
i,k

C0

�
|x−y|>δ

DiDk(|x− y|−1)((1− φ)(Dj−1(uiuk))) dy
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We now apply Dq,x under the integral sign.

Dj−1(Dq,x(pglb(x)) = Dq,x(
∑
i,k

C0

�
|x−y|>δ

DiDk(|x− y|−1)((1− φ)(Dj−1(uiuk))) dy)

=
∑
i,k

C0

�
|x−y|>δ

Dq,x(DiDk(|x− y|−1)((1− φ)))(Dj−1(uiuk))) dy)

=
∑
i,k

C0

�
|x−y|>δ

(Dq,xDiDk(|x− y|−1)((1− φ)))(Dj−1(uiuk))) dy)

+
∑
i,k

C0

�
|x−y|>δ

DiDk(|x− y|−1)(Dq,x(1− φ)))(Dj−1(uiuk))) dy)

= I3 + I4

As in the proof of Lemma 4.3.1, we note that

∣∣∣ �
|x−y|>δ

Dq,xDiDk(|x− y|−1) dy
∣∣∣ ≤ C1

�
|x−y|>δ

|x− y|−4 dy

= C1δ
−1

Note C1 is independent of t and f . We now must estimate ‖Dj−1(uiuk)‖∞, We use

the Leibnitz differentiation theorem with l = j − 1. Additionally, we use equation

(E.2.1):

‖Dj−1(uiuk)‖∞ ≤ ‖
j−1∑
m=0

DmuDj−1−mu‖∞

≤ C2

j−1∑
m=0

‖Dmu‖∞‖Dj−1−mu‖∞

≤ C2‖f‖2
∞t
−(1−j)/2
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By construction, C2 is independent of t and f . Then

‖I3‖∞ =
∥∥∥∑

i,k

C0

�
|x−y|>δ

(Dq,xDiDk(|x− y|−1)((1− φ)))(Dj−1(uiuk))) dy)
∥∥∥
∞

≤ C0

∥∥∥�
|x−y|>δ

(Dq,xDiDk(|x− y|−1)((1− φ)))(Dj−1(uiuk))) dy)
∥∥∥
∞

≤ C0‖1− φ‖∞‖Dj−1(uiuk)‖∞
�
|x−y|>δ

|(Dq,xDiDk(|x− y|−1)| dy

≤ C0C3C1δ
−1‖Dj−1(uiuk)‖∞

≤ C0C3C1δ
−1C2‖f‖2

∞t
−(1−j)/2

Replacing δ = t1/2, we have

‖I3‖∞ ≤ C0C3C1δ
−1C2‖f‖2

∞t
−(1−j)/2

= C0C3C1t
−1/2C2‖f‖2

∞t
(1−j)/2

= C4‖f‖2
∞t
−j/2

C4 is then independent of t and f by construction. Now for I4. We first consider

‖(Dq,x(1 − φ)‖∞. We note that by construction, φ′ = 0 for r < 1, and r > 2. So

φ′ 6= 0 on [1, 2]. We then find that I4 becomes

I4 =
∑
i,k

C0

�
δ<|x−y|<2δ

DiDk(|x− y|−1)(Dq,x(1− φ)))(Dj−1(uiuk))) dy

Again as in the proof of Lemma 3.2.1 we find that∣∣∣�
δ<|x−y|<2δ

DiDk(|x− y|−1) dy
∣∣∣ ≤ �

δ<|x−y|<2δ

|x− y|−3 dy

= ln 2

= C3

We also note that

‖(Dq,x(1− φ)‖∞ ≤ C1δ
−1
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Again, as in the proof for I3, we find that

‖Dj−1(uiuk)‖∞ ≤ C2‖f‖2
∞t
−(1−j)/2

We now estimate ‖I4‖∞:

‖I4‖∞ =
∥∥∥∑

i,k

C0

�
δ<|x−y|<2δ

DiDk(|x− y|−1)(Dq,x(1− φ)))(Dj−1(uiuk))) dy
∥∥∥
∞

≤ C0‖(Dq,x(1− φ)‖∞‖Dj−1(uiuk)‖∞
∣∣∣�

δ<|x−y|<2δ

DiDk(|x− y|−1) dy
∣∣∣

≤ C0C1δ
−1C3‖Dj−1(uiuk)‖∞

≤ C0C1δ
−1C3C2‖f‖2

∞t
(1−j)/2

= C5δ
−1‖f‖2

∞t
(1−j)/2

Using δ = t1/2 we have

‖I4‖∞ ≤ C4δ
−1‖f‖2

∞t
(1−j)/2

= C4t
−1/2‖f‖2

∞t
(1−j)/2

= C5‖f‖2
∞t
−j/2

We now may estimate |Dj−1pglb‖∞

‖Dj−1Dq,xpglb‖∞ = ‖I3 + I4‖∞

≤ ‖I3‖∞ + ‖I4‖∞

≤ C4‖f‖2
∞t
−j/2 + C5‖f‖2

∞t
−j/2

≤ C6‖f‖2
∞t
−j/2

By the same reasoning as in the case of I3, C5, and C6 are independent of t and f .

Thus the required result is proved.
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