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ABSTRACT

This research project examines data produced by volunteers through the Ushahidi web platform in response to the earthquake that struck Haiti in January 2010. Volunteers translated messages submitted by victims in Haiti, categorized each message based on its content, and georeferenced each message on a dynamic web based map. When categorizing the data, volunteers were able to assign up to 8 main and 42 subcategories to each message. Initial inspection of the attribute data produced by the volunteers indicated a strong discrepancy between the contents of the messages submitted by the victims and the corresponding attributes assigned to those messages by the volunteers. By comparing the attributes of the data originally produced by the volunteers to data that I re-categorized, I was able to examine the degree of inconsistency among the attribute data produced by the volunteers. I found that only 26.59% of the messages submitted by the victims were consistently categorized compared to the data set that I re-categorized. However, when aggregating the subcategories up to their appropriate main category, I
found 49.88% of messages were consistently categorized indicating that approximately half of the messages were conveying the main idea or ideas of the victims’ messages. These numbers are significantly lower than the estimate of 64% correct categorization produced by an independent review of the Ushahidi platform. Despite these low indicators of consistent categorization, the volunteer response to the Haitian earthquake represents a paradigm shift in emergency response and victim empowerment that has been repeated in numerous natural and man-made disasters around the world.
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Chapter One – Introduction

January 12, 2010 was just another Tuesday for Jens Kristensen at the United Nations Headquarters in Port-au-Prince until a magnitude 7.0 earthquake struck the capital at approximately 4:53 p.m. In a matter of seconds Mr. Kristensen went from being someone who provided relief to those in Haiti to a victim. Mr. Kristensen’s third floor office was now at ground level surrounded by piles of debris. Fortunately for Mr. Kristensen, as the debris fell around him it left a pocket where he was able to take shelter mostly unscathed. Within a few short hours of the earthquake, a small group of volunteers over sixteen hundred miles away in Boston, Massachusetts set up a website to collect tweets, text messages, emails, and news reports about the disaster and place those reports on a dynamic web-based map. At exactly 11:01 the next day the volunteers received and published the following message for anyone, including relief agencies in Haiti, to view, “Over 100 #UN personnel trapped in collapsed headquarters in #Haiti earthquake…” (Ushahidi, 2011). Meanwhile in Haiti Mr. Kristensen did his best to keep his situation as positive as possible by collecting anything that would help him survive and thinking about his family. Mr. Kristensen then waited for the next five days. On the afternoon of Sunday January 17 the Fairfax County Search and Rescue Team pulled Mr. Kristensen from the rubble of his former office (LaFranchi, 2010).

Situations like this have become common occurrences in the wake of natural disasters since the mid 2000’s because the technology that we carry continues to advance at an astounding pace. In disasters that have spanned six continents, everyday citizens are reporting geo-located information through social media applications like Twitter that traditional aid agencies are absorbing into their protocols and acting upon, oftentimes
saving lives in the process. The convergence of technology, social media, and geography have resulted in a new area of research referred to as volunteered geographic information (VGI) that enables anyone, regardless of geographic knowledge, to produce geographic data with very significant results (Goodchild, 2007). This research is designed to assess the quality of data submitted by “citizen” geographers in the emergency response phase of disaster situations.

**Project Description**

Despite VGI facilitating the rapid accumulation of data from numerous human sensors, it is often criticized in the literature for a lack of quality (Goodchild and Glennon, 2010). This research project examines one component of geospatial data quality for a data set produced in response to a time sensitive emergency. A thorough examination of the attributes of the Ushahidi database was conducted in order to assess the consistency of the data produced by volunteers during the disaster. This thesis will address the question, “What is the nature of uncertainties in the attribute data distributed via the Ushahidi geospatial platform in response to the Haiti earthquake of 2010?”

**Background**

Historically, geospatial data has been created by and shared from a select group of organizations commonly referred to as authoritative data sources. In the United States, agencies like the United States Geologic Survey (USGS) have been responsible for collecting geographic information and disseminating that information in both paper and digital formats. The relative paucity of data collectors was due to the high cost associated with collecting geographic data. This high cost included the technical training necessary
to map objects in the field, the cost of the mapping equipment, and the time necessary to complete mapping projects.

In recent years, the high cost associated with mapping has significantly decreased. Handheld GPS units are relatively inexpensive and they are now included on most cellular phones. Open source and free versions of mapping software have been produced that provide various levels of the functionality of commercial geographic information systems. The increase in availability of broadband Internet access has allowed for data to be shared quickly and easily. By lowering the cost of entry for creating and sharing geographic information, mapping has become another addition to the Web 2.0 movement that allows not only the use of data shared over the Internet, but also the creation of data. This melding of Web 2.0 and geography has resulted in what Goodchild refers to as “volunteered geographic information” (VGI) (2007). VGI has many potential benefits for the geospatial community. For instance, VGI can provide free access to data instead of relying only on commercial options. For example, OpenStreetMap provides free road network data that can be used in place of costly commercial data. VGI facilitates faster data updates, when in-car navigation companies accept user generated corrections and additions to their road networks instead of relying only on their own data collection processes. In addition, data that was previously too insignificant or costly to collect is now map-able. An example of this is during the Super Bowl, maps depicting where fans for each team where located in the United States were generated by collecting the locations of Twitter feeds and parsing their content (Bloch and Carter, 2012).

While this democratization of geospatial data has many potential benefits, it is not without problems. In the past, quality of geospatial data was assumed to be relatively
This was due to the nature of the provider, oftentimes government agencies and reputable commercial providers, and the time and effort that went into collecting and producing data. The notion of assumed quality has declined since almost anyone can now create geographic data, regardless of training or expertise. Recent disasters in Haiti and Libya have shown that agencies with a geographic component are willing to make decisions based on volunteered data that may be of questionable accuracy and credibility (Standby Volunteer Task Force, 2011). As more agencies begin to embrace social media, more questions will surely arise over the quality of the information that is being shared by individuals and the impacts that data quality will have on the decisions that the agencies make. Agencies that work in fields that are not greatly affected by time have the luxury to assess volunteered data and determine its worth (Haklay, 2010; Haklay et al., 2010; Haklay and Ellul, 2010; Girres and Touya, 2010; Zielstra and Zipf, 2010). But what about agencies that regularly have to make rapid decisions that can have a profound impact on life or death? For example, agencies like the American Red Cross, firefighters, and 911 dispatchers may not have the time to assess the volunteered data that is being shared with them to determine its quality and credibility. If these agencies act on data of questionable quality, what impact will the quality of that data have on their operations?

This thesis seeks to begin to answer these questions by studying the quality of VGI produced during a disaster. The goal of this research is to help relief agencies more accurately assess what data they may want from volunteers and in what capacity those data will be employed.

**Significance**

There is a pre-existing and substantial body of published research on the individual components of this research project. The field of spatial data quality has been
researched for decades with some of the most prominent names in geographic information science contributing to the field. Research has focused on defining quality as well as creating methods to measure its different components. The use of geographic information systems in the disaster management cycle has also been well documented. Because hazards have a strong spatial component, GIS has been shown to be beneficial in all stages of emergency preparation and response. The role of social media and crowdsourcing (when an undefined group of individuals are tasked with solving a problem rather than designating a specific person or entity to solve it (Howe, 2008)) in society has been extensively studied with research focusing on topics as varied as why people volunteer, to the asserted reliability of the data. A recent emphasis on a specific type of crowdsourcing, VGI, is also gaining more attention as more researchers contribute to this specific field. Some researchers have even combined two of the above components in their research by studying the quality of volunteered geographic information (Haklay, 2010; Haklay et al., 2010; Haklay and Ellul, 2010; Girres and Touya, 2010; Zielstra and Zipf, 2010) or the role VGI plays in disaster response (Standby Task Force, 2011; Norheim-Hagtun and Meier, 2010; Pitzer, 2011). However, there seems to be a lack of research that investigates the intersection of data quality, crowdsourcing/social media, and GIS/hazards. This unique combination will provide the research community and emergency responders with new insight as to how VGI can be used as part of their arsenal of response tools. This research will attempt to aid researchers and responders in determining the fitness of use of VGI data.
Chapter Two – Literature Review

This literature review explores three topics related to the field of volunteered geographic information and disaster response. The first topic, GIS and Hazards, discusses the role of GIS in emergency response as well as the data needs and current limitations within the field. The second topic pertains to Crowdsourcing and Social Media and provides a general history of the field along with specific applications to geography and strengths and weaknesses within the field. The last topic is GIS Data Quality and presents methods for measuring the quality of spatial data as well as specific case studies pertaining to VGI data quality.

GIS and Hazards

Natural hazards exhibit strong spatial patterns and are therefore a suitable topic of study for the field of geography. Within the field of geography, geographic information systems help emergency responders make empirical decisions related to spatial questions. This section provides an overview of the emergency management cycle and the role that GIS takes within it while focusing on the response phase of the emergency cycle and the specific needs for geospatial analysis within that phase.

Natural and manmade hazards continue to plague people as evidenced by news and media sources around the world. Because all of these hazards occur at or near the earth’s surface, they all have a spatial component and are therefore well suited to analysis by geographers. For instance, some regions are known by their corresponding natural hazard like “Tornado Alley” and the “Pacific Ring of Fire,” while other regions are known for cyclical disasters like flooding and tropical storms and hurricanes. Due to the geography of certain regions, some disasters can typically only occur in particular regions
like tsunamis along the coast and earthquakes along plate boundaries (Keller and Blodgett 2006). For all of these reasons, hazards are well suited to analysis through a specific branch of geography, geographic information science (GIS).

It is common practice for planning and academic purposes to refer to the actions taken as a result of a disaster as the emergency management cycle. This cycle is typically categorized by four phases: preparedness, response, recovery, and mitigation. Refer to Figure 1.

![Figure 1 - Emergency Management Cycle](image)

Each phase is defined by the actions taken within it and when those actions take place. The preparedness phase occurs prior to the onset of the emergency and consists of activities that help prepare the community for the upcoming disaster. An example of a preparedness procedure is the evacuation of at-risk areas due to wildfire or hurricane risk. Because some disasters are slow-onset and others are fast-onset, every disaster may not incorporate all of the actions typical with this phase. The response phase takes place
immediately after the disaster and is typically associated with actions taken to reduce the loss of life and property. Response procedures might include search and rescue operations and the distribution of water and blankets. The response phase transitions into the recovery phase. The recovery phase is typified by the actions necessary to return life in the affected community to normal. Recovery activities might include the reconstruction of homes and businesses in an affected community. The mitigation phase strives to limit the effect of future emergencies on the affected community. Examples of typical actions that might result during the mitigation phase include legislation that prohibits construction in a flood plain or requires wind-resistant construction practices in hurricane prone areas (Cova, 1999; Radke et al., 2000; National Research Council, 2007a). While given four distinct names and comprising specific activities, it is not uncommon for the different phases to overlap depending on the emergency.

Geographic Information Systems can and do play a key role in each phase of the emergency management cycle (Cova, 1999; Radke et al., 2000; National Research Council, 2007a). In the preparedness phase GIS can be used to help model a hurricane to predict where it will make landfall and identify which areas should be evacuated. GIS can also help determine the routes needed once the evacuation order is in place. During the response phase GIS can be used to produce maps to guide search and rescue teams as well as determine where to allocate resources like emergency shelters. GIS can be used during the recovery phase to determine the extent of damage to determine where improved construction techniques may be needed. During the mitigation phase GIS can be used to help politicians and lawmakers delineate at-risk areas or make sure future construction is not located within at-risk areas (Maliszewski and Horner, 2010).
In order to make the GIS most effective, emergency responders need very specific pieces of spatial data for the affected region. Prior to the disaster, responders need to accumulate baseline vector and raster data (National Research Council, 2007a; van Westen and Georgiadou, 2001). The raster data may be in the form of satellite or aerial imagery in the visible spectrum or in bandwidths that indicate heat. Vector data should include information like roads and transportation networks, water and sewer lines, gas and electric utilities, communication infrastructures for landlines, Internet, and cellular services, hospitals, fire stations, law enforcement, hazardous materials, and emergency resources like supplies and pre-established shelters. Responders will also need census and demographic data about the affected region (National Research Council, 2007b). Once the disaster has taken place, responders will need access to new imagery to delineate the affected region and make damage estimates (Kelmelis et al., 2006; National Research Council, 2007a). They will also need data pertaining to where affected citizens are moving to and congregating (Kaiser et al., 2003). In order to make search and rescue teams most effective, the responders will also need to know where people are trapped and in what condition they are in.

All of the above data will eventually make its way into a spatial decision support system (SDSS). This system is designed to help emergency responders make empirical decisions in time critical situations. These systems may be standalone (Tomaszewski, 2011) or incorporate add-ons to existing GIS software (Nguyen, 2005). The SDSS will conduct analysis of the data that has been collected to help the decision makers. For instance, the SDSS may be used to locate emergency shelters based on demographic and census data along with delineations of the affected region, or evacuation routes may be
updated based on infrastructure damage data collected in the field. The results of the analysis and the decisions made from those analyses will eventually make their way to responders via maps, either in print or electronic forms. These maps may consist of grids for search and rescue teams or the routes to be taken by convoys delivering food, water, and medical supplies.

While the use of GIS in responding to emergencies has increased in frequency and effectiveness, it is not without limitations. For instance, the best imagery in the world is of no use if it is saved in a file format that is incompatible with the hardware and software that the emergency responders are using (Heinzelman et al., 2010). Nor will data be useful if it comes attached to licensing restrictions that forbid its dissemination (National Research Council, 2007a; van Westen and Georgiadou, 2001). An SDSS that accurately determines where trapped victims of an earthquake are is of no use if the geospatial analyst does not have a good communication protocol established with the search and rescue teams (Piotrowski, 2010). Nor does it help to have a powerful GIS that no one is trained to use (Zerger and Smith, 2003). An overreliance on Internet access can also be a problem because communications infrastructure are often affected during emergencies (Frassl et al., 2010). In many areas outside of the developed world, there are limited geospatial resources and much of the baseline data that responders would like access to are unavailable (Kelmelis et al., 2006; Cutter, 2003). Another key component of accurate use of GIS in emergencies is the temporal quality, or timeliness, of the data that is being used within the SDSS (Kelmelis et al., 2006; Cutter, 2003).

The next section of this literature review describes the tools and technology that have had a significant impact on response methods, particularly how advances in
technology and communications can compensate for the dearth of baseline and real time
data that emergency responders are often faced with.

**Crowdsourcing and Social Media**

Advances in technology have greatly increased the ease with which creation and
sharing of digital content in what is referred to as Web 2.0 (O’Reilly, 2005). This
technological revolution has played a part in geography as well as leading to the
relatively new field of VGI where amateurs can submit and create some types of
geographic content just as easily as professionals. Despite the increase in the amount of
geospatial data that is now available, it may not be as useful as many users would like.
This section provides a brief history of the tools and advances that allowed for the
development of Web 2.0 and the ensuing developments of crowdsourcing and social
media. The section focuses on the role that these two developments have played in
geography.

The Internet began as a tool for consuming information, but as more material was
provided online and more organizations created a presence on the web, there was a shift
of purpose on the Internet. The term Web 2.0 describes this shift from consuming data to
producing data on the Internet (O’Reilly, 2005). Examples of websites that use Web 2.0
technology include YouTube (http://www.youtube.com) that allows users to submit their
own videos and Flickr (http://www.flickr.com) that allows users to share their own
photos. E-commerce sites like Amazon (http://www.amazon.com) also embrace the
technology by allowing users to submit ratings for products. The transformation of the
Internet is due to the lowering cost of digital data creation tools (Howe, 2008) in
combination with advances in web technology to enable interactive web tools. Many
households now have digital still and video cameras that are relatively inexpensive and
allow for the production of quality media. Many households also have the prerequisite computer hardware and software that allows for the editing and manipulating of digital content. Finally, many households have high-speed Internet access that allows for the easy sharing and distribution of digital content.

The transformative ability of technology did not just stop with videos and pictures. The ability to create digital content now also applies to geography (Goodchild, 2007). The cost of global positioning satellite receivers has decreased over time while their accuracy and ubiquity have increased. Organizations like Google (http://maps.google.com) and Microsoft (http://www.bing.com/maps) provide free imagery online as well. Many pieces of software for the creation of maps are now available for free (http://earth.google.com and http://www.google.com/mapmaker) while sophisticated GIS analysis can be performed without purchasing expensive proprietary software (http://grass.fbk.eu and http://www.qgis.org). These free software packages often utilize best practices and advanced algorithms allowing for amateurs to produce aesthetically pleasing maps and sophisticated geospatial analysis without any formal geographical training (Crampton, 2009) in what has become known as neo-geography (Turner, 2006). Online users have created social networks based on their common interests in utilizing these tools.

These social networks with common interests have spawned what are referred to as crowdsourcing (Howe, 2008). Crowdsourcing allows for anyone who is interested to participate in solving a problem or reaching a goal. Common examples of crowdsourcing are the free online encyclopedia Wikipedia (http://www.wikipedia.org) and the free, open source Linux operating system (http://www.linux.com). The benefits of crowdsourcing
can be many. For instance, a group of individuals who are interested in a problem but lack technical expertise may find a novel solution to that problem because they are not encumbered by the dogma of the discipline. For example, chemistry technicians at Colgate trying to solve a problem related to toothpaste manufacturing were stymied until a crowdsourced physicist applied his knowledge of electrically charged particles in what seemed an obvious solution to him (Howe, 2008:150). Or, the crowd may be able to solve a problem that is beyond the scope of any agency to solve alone because of the many participants in the crowd. Amazon (http://www.amazon.com), an online merchant, for instance, would have a difficult time rating all of its various products, so it allows its users to do so. This benefits Amazon because it does not have to pay someone to review thousands of products and the users benefit because they get various opinions rather than just one from an Amazon employee.

Crowdsourcing has several applications within the field of emergency management and disaster response and therefore, geography. During the Indian Ocean Tsunami of 2004, many affected countries did not have access to sophisticated and oftentimes expensive emergency response software. Programmers in Sri Lanka pooled their coding skills and within three weeks of the emergency created a free and open source emergency response software package that was modifiable, scalable, operated with minimal hardware and software, and protected the privacy of users and contributors to the software (Currion, De Silva, and van De Walle, 2007). Their software, named Sahana (http://sahanafoundation.org), has since been used in numerous emergency situations around the world. Another application designed for smart phones, Outbreaks Near Me (http://healthmap.org/outbreaksnearme) also incorporates crowdsourcing. Users
of the app can report locations where people are infected with various diseases, like swine flu, allowing health professionals and the community to monitor the spread of disease (Freifeld et al., 2010).

Businesses and organizations can also participate and benefit from crowdsourcing. Businesses in South Florida are susceptible to hurricanes just like people are and they operate more efficiently when in sync with their suppliers and distributors. Crowdsourcing applications that mechanically parse reports issued by participating companies can be used to gather data about when businesses will be open and operational so that their partners can make better decisions about their own operations. In this situation, businesses participating in the crowd gain the ability to operate more effectively and efficiently (Zheng et al., 2010).

Government and nongovernmental (NGO) agencies that participate in disaster response can also benefit from crowdsourcing. Oftentimes agencies are duplicating efforts related to data collection or services without realizing it or acting on a need that has already been met. By participating in crowdsourcing applications, participating agencies can reduce the duplications of efforts and make more efficient use of limited resources (Gao et al., 2011).

Another important component of crowdsourcing is online social media. Examples of social media applications include Facebook (http://www.facebook.com) and Twitter (http://twitter.com) where users can share information with their friends and followers. Shared information can be in the form of pictures and videos as well as hyperlinks and plain text. A significant majority of homes in America have computers with Internet access which allows for the use of social media from home (Gutnick et al., 2011), while
almost half of all mobile subscribers in the United States have a smart phone which allows for the use of social media at all times (Nielsen, 2012). As the popularity of social media increases, not only are individuals using the services but also so are organizations and corporations (American Red Cross, 2010).

Social media has several applications within the field of emergency management and disaster response. Because many young people are accustomed to sharing their personal problems on social websites, they also share their physical problems and pleas for help instead of dialing 9-1-1 (Benko, 2011). Among older users of social media, there is also increasing use of applications like Twitter to report emergencies. Many users of social media feel that relief agencies like the American Red Cross should monitor Twitter for requests for assistance (American Red Cross, 2010). Social media does not have to provide only for the physical needs of affected users either. Some forms of social media, like EagleVox (http://www.cersi.it/projects.html?view=project&task=show&id=4) encourage users to communicate about the emotional aspects of a disaster because, for the survivors, these can be just as traumatizing as the physical ones (Banzato et al., 2010).

Combining social media and crowdsourcing with geography has led researchers to this new field of VGI (Goodchild, 2007). An example of an application of VGI is the Ushahidi platform (http://ushahidi.com) that was developed in Kenya. Kenya was suffering from post-election violence during 2007 and 2008, yet citizens could not learn much about the situation because of a media blackout. The designer of the software operated a blog and asked her followers to send her emails pertaining to the violence they witnessed. She was quickly overrun with reports and asked software developers and
programmers to develop a system that would help automate the reporting process. The resulting software collects citizen reports that are categorized and geo-tagged and then placed on an online map. The software is open to anyone to report and anyone can access the reports (Okolloh, 2008).

A combination of Ushahidi as well as other VGI platforms played a key role a few years later during the Haiti earthquake of 2010. At the onset of the disaster in Port-au-Prince there was little geospatial data for the affected region. Therefore, the first task was to create the base data that first responders needed to make decisions. The Humanitarian OpenStreetMap Team (HOT) (http://hot.openstreetmap.org/) began by heads-up digitizing donated aerial and satellite imagery of the affected region with streets and buildings. However, the volunteers did not know the names of the streets or buildings in the maps that they were making because the maps lacked attribute information. The volunteers enlisted the help of Haitian expatriates to label the streets and buildings in order to make the maps more usable. The HOT team relied on Web 2.0 technology and crowdsourcing to quickly create geospatial data where none existed previously (Nelson, Sigal, and Zambrano, 2010). Ushahidi was used extensively to collect real-time information from affected Haitians on the ground (Norheim-Hagtun and Meier, 2010). A special short message system (SMS) was set up that allowed affected citizens to report conditions, and request help via texts (Pitzer, 2011). For instance, some text messages were sent that stated where a person was trapped in a building or that there was not enough water at a shelter. An initial problem with the texts, however, was that few of the responders and Ushahidi volunteers spoke Haitian Creole. A crowdsourcing system was developed to allow Haitian expatriates to translate the text messages to English so that
they could be mapped, coded, and then acted upon by relief agencies (Munro, 2010). Other volunteers mined Twitter and Facebook for updates related to the emergency and mapped those on the Ushahidi map as well (Nelson, Sigal, and Zambrano, 2010). The Sahana emergency response software platform was used by various NGO’s to organize their response to the emergency (Nelson, Sigal, and Zambrano, 2010). Traditional Aid agencies like the US military used a form of wiki software to help alleviate bottlenecks in their relief efforts by allowing their members to contribute information about the disaster that responders could use to help make better and faster decisions (Yates and Paquette, 2011).

The various VGI platforms employed during the Haiti earthquake illustrate how the technology can be used to meet the needs of emergency responders through real-time data access and baseline data creation. For instance, in areas where there are few resources for critical needs like water and shelter, VGI can create the necessary baseline data that first responders need for allocating those resources. VGI can provide real-time data on the conditions of victims and infrastructure that may take days or weeks for authoritative sources to develop (Goodchild and Glennon, 2010). The data created by VGI can be open source and free, resulting in datasets that are stored in formats that are nonproprietary and can be used by anyone. VGI also helps meet the emotional needs of affected people by transforming them from powerless victims to empowered citizens (Elwood, 2008).

The Internet was originally used to consume information, but as the technology matured, it developed into a tool to create information as well. As users gained easier access to the tools necessary to create digital data, they also began to easily share that
data on the World Wide Web through social media. In addition, crowdsourcing allows Internet users to quickly and easily work collaboratively to solve problems. This transformation has had a significant impact on the collection of geographic data. As new tools are developed to easily collect and share geospatial and georeferenced data, geospatial analysts and researchers are provided with an abundance of new data resources, whether individually geotagged “tweets” or entire street networks from OpenStreetMap. These advances in technology are being implemented in new ways to respond to emergency situations around the globe. While some researchers see VGI as a benefit because of its ability to democratize access to and the creation of geospatial data (Elwood, 2008), others worry about the quality of the data that are being produced by non-professionals (Goodchild and Glennon, 2010). This concern is valid because of the important role that geospatial data provides in decision support systems, especially related to emergency response when lives are at risk. The last section of this literature review will provide an overview of techniques that are used to assess the quality of spatial data and models and specific techniques that can be used to assess VGI.

**Data Quality**

Traditional measures of spatial data quality were appropriate when data was collected and distributed by a few agencies, but those same techniques may not be well suited when anyone is capable of producing spatial content (Goodchild, 2008). This section provides a brief background on spatial data quality followed by specific techniques used to measure the most common aspects of spatial data quality. Examples of techniques used to measure the quality components of VGI follow.

The quality of geospatial data has been an important consideration since the birth of maps and GIS, in particular due to the role of maps and spatial data in the decision
making process (Chrisman, 1991; Foody, 2003). Though most people initially think of positional accuracy when concerned with geospatial data quality, it is actually comprised of many different components. These components are lineage, positional accuracy, attribute accuracy, logical consistency, completeness, semantic accuracy, usage, purpose and constraints, and temporal quality (van Oort, 2006). GIScience researchers have developed several techniques to measure these different quality components of geospatial data.

Most research in this field focuses on positional accuracy. One technique for measuring the positional accuracy of a geospatial data set uses two data sets to compare to each other. This technique assumes one dataset — the reference data set — is of higher quality than the test data set, so this is a relative measure of accuracy. A buffer is created around the features in the reference data set and a percentage of the test set that falls within the buffer is calculated. This technique is best used when comparing datasets with few linear features like interstates or streams (Goodchild and Hunter, 1997). A modification of this technique looks for corresponding intrinsic nodes within the reference and test data sets, like street intersections, and compares the Euclidean distance between them (Tveite and Langass, 1999; van Niel and McVicar, 2002). Another method is to geocode addresses with the two data sets, and compare the locations of corresponding geocoded results using Euclidean distance tools (Lee, 2009).

Other components of spatial data quality are also measured, though less often. Completeness is an assessment of the absence of data or the presence of non-existent data. For point data this assessment is accomplished by summing the number of features of a certain type in a prescribed area in both a reference data set and a test data set and
comparing the results. Linear features are assessed in a similar manner by summing the length of features instead of their quantity (Haklay et al., 2010; Zielstra and Zipf, 2010). The component of quality most relevant to this research is attribute accuracy, however. Girres and Touya (2010) list three separate components of attribute accuracy. One component, quantitative accuracy, can be assessed using statistical methods while another component, non-quantitative attributes, can be assessed using the Levenstein method for string comparison. The final component, and the most important for this research, relates to the correct classification of features.

Variations of these same techniques for measuring completeness, positional accuracy, and attribute accuracy are being used on VGI as well as techniques to measure other components of spatial data quality. The most common type of VGI analyzed is OpenStreetMap (OSM) data. These data are easy to access and download and are easy to add to existing GIS software for analysis. The reference data set is typically an authoritative data set produced by a commercial mapping company or national mapping agency. OpenStreetMap data from England, Germany, and France have been analyzed for positional accuracy, completeness, and attribute accuracy (Girres and Touya, 2010; Haklay, 2010; Haklay et al., 2010; Haklay and Ellul 2010; Zielstra and Zipf, 2010). Through these measures certain trends in the OSM dataset were discovered. The quality of the OSM data set improves with population and socioeconomic status and decreases where there is low population density and low socioeconomic status (Girres and Touya, 2010; Haklay et al., 2010; Haklay and Ellul, 2010; Zielstra and Zipf, 2010). In urban areas with relatively high socioeconomic status the positional accuracy, completeness, and attribute accuracy rivals that of more authoritative sources but changes to a more
heterogeneous quality as the distance from urban areas increases (Haklay et al., 2010; Haklay and Ellul, 2010; Zielstra and Zipf, 2010).

While this research is beneficial because it illustrates that data created through crowdsourcing and VGI can be nearly as accurate as authoritative data sets, it does not address the unique situation of data created for time critical emergencies like disasters. OSM data has the benefit of being collected without a time constraint and with little risk to life and property if the data collector spends days or weeks collecting his or her data. In the response phase of emergencies, decision makers do not have the luxury of that kind of time. No research appears to have yet been done that uses these same techniques for testing relative data quality on data collected during an emergency. This may be due to the data itself because there are few authoritative sources of locations of trapped victims or low levels of supplies at emergency shelters. This does not mean, however, that researchers are not trying to determine VGI quality.

One technique would use Tobler’s First Law of Geography and the crowd itself to evaluate asserted content. Tobler’s First Law states that objects that are closer together are more similar than objects that are farther away (Tobler, 1970). Therefore a crowd of editors, similar to the Wikipedia model, would quickly be able to tell if asserted content was similar to its surroundings or not (Goodchild, 2008). Similarly, using computer algorithms, it may be possible to use spatial autocorrelation techniques to accomplish the same goal without human intervention (Sui, 2004). Another option would be to treat emergency data sources just like other social media and crowdsourcing data. Users could be ranked or rated by their peers based on the quality of their submissions or judged based on their number of followers (Flanagin and Metzger, 2008). While these techniques
may prove useful in the future, there do not appear to be any practical applications of these methods currently in use.

There are numerous methods for assessing the quality of geospatial data. The choice of methodology depends on the purpose of the research and the types of data available to analyze. Positional accuracy and completeness are easily compared as long as two data sets exist for the same phenomenon and one of those data sets is considered more accurate than the other. Analysis methods become more complicated, however, when only one data set exists. Using a combination of these approaches, this research project assesses the consistency of attribute data produced by volunteers in response to the Haiti earthquake of January 2010.
Chapter Three – Research Design

Prior to a description of specific methods, a brief explanation of the original Ushahidi Haiti data set and how it was created is necessary. In broad terms, the data set was created by three sets of interconnected participants. Victims of the disaster comprise the majority of the first group. The victims consist of people in Haiti who were affected by the earthquake and its resulting damage. The victims were responsible for producing much of the raw data that was incorporated into the Ushahidi platform. Off-site volunteers comprise the majority of the second group. These volunteers were responsible for turning the raw data produced by the victims into information to be used by the third group. Relief agencies comprise the majority of the third group. This group was primarily responsible for providing aid to the victims and took advantage of the information provided on the Ushahidi Haiti website. These groups are not, however, mutually exclusive. For instance, members of relief agencies often provided information to the Ushahidi Haiti website in regards to their relief efforts. A more detailed accounting of the steps and roles of the three groups is described below. Refer to Figure 2. On January 12, 2010 a magnitude 7.0 earthquake struck the country of Haiti. Within a matter of hours the Ushahidi Haiti website had been established by volunteers in Boston, Massachusetts. These volunteers began collecting data from Twitter, email, and traditional media sources and georeferencing this data on a web-based map of Haiti. On January 16 the short message (SMS) code 4636 was established and advertised on local Haitian radio as a way to report your needs. Once the 4636 SMS was established, text messages comprised the majority of the incoming data for the web site [see Morrow et al. (2011) for a detailed timeline of events and Meier (2012) for a first hand account of the creation and
motivation for deploying the Ushahidi website]. The following steps describe the process of turning raw data from the victims into actionable information for the relief agencies. A victim submits a text message to the SMS 4636 from a cell phone. At this point the volunteers take the raw message and conduct three primary tasks. The first step is to translate the message from Haitian Creole to English. The next step is to read the message and categorize the contents with regard to the type of emergency. The last step is to georeference the message to a location in Haiti. If a message contains all of the necessary information to complete these three tasks it is entered into the Ushahidi Haiti database using a form and shows up on the map on the website where the information is available to anyone with an Internet connection. (See Figure 3 for a sample Ushahidi form, see Figure 4 for a screen capture of the Ushahidi Haiti website). At this point relief agencies on the ground can respond to individual messages, or reports, that are on the Ushahidi Haiti website by clicking on individual dots on the online map. When clicking on an individual dot, the web site presents the title of the report, the contents of the translated message, a list of categories and subcategories that the contents of the message relate to, the time the message was added to the web site, and the latitude and longitude assigned to the report. Reports can be filtered by date using the slider at the bottom of the website or by category by selecting the appropriate category on the right side of the website.
Figure 2 - Ushahidi Haiti Flow Chart

1. **Translate Message**: ede - bloke anba kay nan kwen nan Main ak 1ye = help - trapped under house at corner of Main and 1st

2. **Categorize Message**: Categories 1c. Person Trapped and 5a. Collapsed Structure

3. **Georeference Message**: Place dot on map at appropriate location

Go to 1st and Main & look for a person trapped under a building

Sove!! (Saved!!)
Figure 3 - Sample Ushahidi Form

Figure 4 - Ushahidi Haiti Web Interface (Edublog, 2011)
Initially I intended to conduct a variety of geospatial data quality comparisons between the Ushahidi data set and data produced by traditional aid agencies like the United Nations. However, upon examining the original Ushahidi data I realized that this would not be possible because there appeared to be significant discrepancies between the contents of the messages submitted by the victims and the categories assigned to those messages by the volunteers. This research project, therefore, was designed to evaluate the consistency of attribute values in the dataset produced by volunteers using the Ushahidi platform in response to the earthquake that struck Haiti on January 12, 2010. In particular, this project assesses the consistency of how the categories and subcategories were applied by the volunteers to the raw data from the victims. Unfortunately, there is no other appropriate data set with which to compare the Ushahidi data. As a result, I created a data set for comparison by re-categorizing the raw data from the victims. The specific methods outlined below rely on a quantitative analysis of the category attributes produced by the volunteers and those produced by myself. This technique is a consensus classification approach where agreement indicates an increased likelihood of correct entry.

**Methodology**

**Initial Data Collection**

The original database was not available to download so I relied on a comma separated value (CSV) file that I exported from the Ushahidi Haiti website. The original CSV formatted file was downloaded from the website [http://haiti.ushahidi.com](http://haiti.ushahidi.com) in Spring 2012. The CSV consists of 10 columns and 3,606 rows. The column headings are: “#”, INCIDENT TITLE, INCIDENT DATE, LOCATION, DESCRIPTION, CATEGORY, LATITUDE, LONGITUDE, APPROVED, and VERIFIED. The “#” symbol column
contains the unique identifier for each record in the data as a one, two, three, or four digit integer. The INCIDENT TITLE column contains the title given to each record in the database by the volunteer as determined from the original victim’s message. The INCIDENT DATE column contains the date and time stamp for when the record was added to the database in the format YYYY-MM-DD HH:MM:SS. During the original export from the Ushahidi database to the CSV, however, the values were converted from a date/time stamp to a simple string. The LOCATION column contains a written description of the location referenced in the original message from the victim. This is a written description of the location, like the name of a specific community within a town or the nearest landmark, rather than a latitude and longitude. The DESCRIPTION column contains the contents of the message submitted by the victim. The DESCRIPTION column also occasionally contains notes from the volunteers about the particular message primarily intended for other volunteers. The CATEGORY column contains a list of the categories and subcategories that the volunteers determined were related to the original message submitted by the victim. The volunteers generated this list by selecting a checkbox next to each category and subcategory that he or she felt applied to the message. The format of the category information includes the number and/or number letter combination for each category and subcategory that pertained to the message as well as a written description of the category and/or subcategory name in both English and Haitian Creole. The checkboxes were not mutually exclusive so the CATEGORY field might contain a combination of categories and sub-categories. The next two columns, LATITUDE and LONGITUDE provide the geographic coordinates of the record in WGS84 decimal degrees. The Ushahidi software generated these attributes automatically.
when the volunteer added a dot to the map where they thought the victims’ reports were located. The Ushahidi platform has the ability to control which records become public through the use of information contained in the last two columns. Moderators have the ability to approve a message based on whatever criteria they establish and the results are found in the APPROVED column as either YES or NO. The VERIFIED column operates in the same manner and gives the moderators a chance to document if a message has been corroborated in some way. See Table 1 for a sample of the original Ushahidi CSV.
<table>
<thead>
<tr>
<th>#</th>
<th>INCIDENT TITLE</th>
<th>INCIDENT DATE</th>
<th>LOCATION</th>
<th>DESCRIPTION</th>
<th>CATEGORY</th>
<th>LATITUDE</th>
<th>LONGITUDE</th>
<th>APPROVED</th>
<th>VERIFIED</th>
</tr>
</thead>
<tbody>
<tr>
<td>638</td>
<td>Anesthesiologists needed</td>
<td>2010-01-17 02:08:00</td>
<td>Port-au-Prince</td>
<td>in the Hospital de la Paix are anesthesiologists and other doctors needed</td>
<td>1. Urgences</td>
<td>Emergency, 1b. Urgence medicale</td>
<td>18.556439</td>
<td>-72.298248</td>
<td>YES</td>
</tr>
<tr>
<td>4054</td>
<td>Pharmacy open</td>
<td>2010-07-27 20:20:00</td>
<td>Lammare</td>
<td>Pharmacy at Lammare Street in Petionville open and selling medications</td>
<td>7. Secours</td>
<td>Services Available</td>
<td>49.295769</td>
<td>-0.892294</td>
<td>NO</td>
</tr>
<tr>
<td>4051</td>
<td>Food-Aid sent to Fondwa, Haiti</td>
<td>2010-06-28 23:06:00</td>
<td>Fondwa</td>
<td>Please help food-aid.org deliver more food to Haiti through your financial gift and donations.</td>
<td>1. Urgences</td>
<td>Emergency, 2. Urgences logistiques</td>
<td>50.226029</td>
<td>5.729886</td>
<td>NO</td>
</tr>
</tbody>
</table>

Table 1 - Sample Ushahidi Haiti CSV
**Database Creation**

For the purpose of this research project, the data needed to be searchable, sortable, and georeferenced, which was not possible using a traditional text editor or spreadsheet program. Before the data could be converted to a database, however, a number of formatting inconsistencies were cleaned up. The steps involved were:

1. Using a text editor, remove the empty first row and remove all spaces from the field names
2. Perform a search and replace to remove all tabs and replace with \*tab\*
3. Open the CSV in a spreadsheet software package and export as a tab separated value (TSV)
4. Open the newly created TSV file in a text editor
5. Perform another search and replace to replace the \xA hex character (upside down ¿) with a space
6. Open the TSV file in a GIS package and export it as a SpatiaLite database

The free, open source Quantum GIS (QGIS) package was used to create the SpatiaLite database. SpatiaLite was chosen because of limitations to the field length in more traditional GIS file types like shapefiles and keyhole markup language (KML) files. The database generated through QGIS resulted in a database with 3,604 records ranging from January 12, 2010 to September 7, 2011. In order to perform the necessary analysis, the data had to be sorted by date; however, no true date field existed in the database. The database was exported as a CSV file and opened in a spreadsheet software package. A formula was used to convert the original, non-sortable date into a Julian date starting on January 1, 2010. Refer to Table 2 for sample dates in their original and Julian format.
All fields except the unique identifier and the Julian date were removed from the CSV and were joined back to the database. At this point in the project I removed those records that were submitted after January 27, 2010. There were multiple reasons for this removal. The research project is primarily concerned with the response phase of the disaster management cycle. Going beyond January 27, 2010 begins reaching past the response phase into the rebuilding phase. The January 27 cutoff date also coincides with data sets that are available from authoritative relief agencies that can be used in future research. The removal of records resulted in a database with 2,608 values ranging from January 12, 2010 to January 27, 2010. The original database contained 8 main categories and 42 subcategories at the time that it was downloaded. See Table 3 and Table 4 for category and subcategory definitions (Note that these Tables do not represent the exact original subcategories as will be explained below). In order to more easily sort the database by category, a binary field was created for each category (a “1” indicating that a category relates to the record and a “0” indicating that a category does not relate to the record), adding 8 new fields to the database. Structured Query Language (SQL) was used to identify each record containing a category and the appropriate matching binary field was populated with a 1. This process was repeated for the remaining seven categories. Forty-two binary fields were created for each subcategory as well and they were populated using the same technique described above.

Table 2 - Sample Original Date to Julian Date Values

<table>
<thead>
<tr>
<th>INCIDENT DATE</th>
<th>Julian Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012-02-11</td>
<td>2012042</td>
</tr>
<tr>
<td>2011-09-07</td>
<td>2011250</td>
</tr>
<tr>
<td>2011-05-10</td>
<td>2011130</td>
</tr>
</tbody>
</table>
Any categories not in English were removed resulting in 28 records being removed and 2,580 remaining (99 percent of the total). Next, records that were obvious repeats were removed from the database. Criteria for determining if a record was a repeat were based on temporal proximity to each other and identical language. This resulted in 90 records being removed and 2,490 records remaining in the database (95.5 percent of the total). See Figure 5 for a breakdown of the number of records in the database at each stage described above.
Figure 5 - Breakdown of how many records remain after each step in removing records not in English and duplicate records
Table 3 - Main Categories in Ushahidi Haiti Deployment

<table>
<thead>
<tr>
<th>Category Number</th>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Emergency</td>
</tr>
<tr>
<td>2</td>
<td>Vital Lines</td>
</tr>
<tr>
<td>3</td>
<td>Public Health</td>
</tr>
<tr>
<td>4</td>
<td>Security Threats</td>
</tr>
<tr>
<td>5</td>
<td>Infrastructure Damage</td>
</tr>
<tr>
<td>6</td>
<td>Natural Hazards</td>
</tr>
<tr>
<td>7</td>
<td>Services Available</td>
</tr>
<tr>
<td>8</td>
<td>Other</td>
</tr>
</tbody>
</table>

Table 4 - Subcategories for Ushahidi Haiti Deployment

<table>
<thead>
<tr>
<th>Category Number</th>
<th>Title</th>
<th>Category Number</th>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>Highly Vulnerable</td>
<td>5a</td>
<td>Collapsed Structure</td>
</tr>
<tr>
<td>1b</td>
<td>Medical Emergency</td>
<td>5b</td>
<td>Unstable Structure</td>
</tr>
<tr>
<td>1c</td>
<td>People Trapped</td>
<td>5c</td>
<td>Road Blocked</td>
</tr>
<tr>
<td>1d</td>
<td>Fire</td>
<td>5d</td>
<td>Compromised Bridge</td>
</tr>
<tr>
<td>2a</td>
<td>Food Shortage</td>
<td>5e</td>
<td>Communication Lines Down</td>
</tr>
<tr>
<td>2b</td>
<td>Water Shortage</td>
<td>6a</td>
<td>Floods</td>
</tr>
<tr>
<td>2c</td>
<td>Contaminated Water</td>
<td>6b</td>
<td>Landslides</td>
</tr>
<tr>
<td>2d</td>
<td>Shelter Needed</td>
<td>6c</td>
<td>Earthquakes and Aftershocks</td>
</tr>
<tr>
<td>2e</td>
<td>Fuel Shortage</td>
<td>7a</td>
<td>Food Distribution Point</td>
</tr>
<tr>
<td>2f</td>
<td>Power Outage</td>
<td>7b</td>
<td>Water Distribution Point</td>
</tr>
<tr>
<td>3a</td>
<td>Infectious Human Disease</td>
<td>7c</td>
<td>Non-Food Distribution Point</td>
</tr>
<tr>
<td>3b</td>
<td>Chronic Care Needs</td>
<td>7d</td>
<td>Hospital/Clinics Operating</td>
</tr>
<tr>
<td>3c</td>
<td>Medical Equipment and Supply Needs</td>
<td>7e</td>
<td>Feeding Centers Available</td>
</tr>
<tr>
<td>3d</td>
<td>OBGYN/Women’s Health</td>
<td>7f</td>
<td>Shelter Offered</td>
</tr>
<tr>
<td>3e</td>
<td>Psychiatric Need</td>
<td>7g</td>
<td>Human Remains Management</td>
</tr>
<tr>
<td>3f</td>
<td>Water Sanitation and Hygiene Promotion</td>
<td>7h</td>
<td>Rubble Removal</td>
</tr>
<tr>
<td>3g</td>
<td>Deaths</td>
<td>8a</td>
<td>IDP Concentration</td>
</tr>
<tr>
<td>4a</td>
<td>Looting</td>
<td>8b</td>
<td>Aid Manipulation</td>
</tr>
<tr>
<td>4b</td>
<td>Theft of Aid</td>
<td>8c</td>
<td>Price Gouging</td>
</tr>
<tr>
<td>4c</td>
<td>Group Violence</td>
<td>8d</td>
<td>Search and Rescue</td>
</tr>
<tr>
<td>4d</td>
<td>Riot</td>
<td>8e</td>
<td>Person News</td>
</tr>
<tr>
<td>4e</td>
<td>Security Concern</td>
<td>8f</td>
<td>Other</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8g</td>
<td>Missing Persons</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8h</td>
<td>Asking to Forward a Message</td>
</tr>
</tbody>
</table>

**Re-categorization**

In order to check for consistency among the categories and subcategories assigned to the victims’ messages, I needed to know the number of times each category and
subcategory were used in the original database. I also had to have a data set to compare
the original number of entries per category and subcategory with. To accomplish this goal
I needed to re-categorize each message in the database for main and subcategories. I
wanted my re-categorization to be as consistent with the original volunteers’ as possible,
so I reached out to the volunteer community to ask for any categorization guides,
definitions, or training material that they were provided with. I quickly discovered that no
such documents were created or used during the emergency (J. Valuch, personal
communication, January 15, 2013). This led me to develop my own definitions and
guidelines for each category and subcategory in order to consistently re-categorize the
records within the database (See Appendix A for my category and subcategory
definitions). All references to the original categories and subcategories were removed in
order to reduce the likelihood of bias prior to my re-categorization. Each of the 2,490
remaining records in the database was re-categorized based on the rules in Appendix A.
Re-categorization was repeated to check for consistency. Records whose re-
categorization did not match were checked again. The two narratives below are examples
of how I conducted my re-categorization.

Re-categorization Narrative:

Record # 516

Contents of Message: Carrefour, Fontamura, Bizotton, Thor: Hopital Adventiste de
Diquini (Haitian Adventist Hospital) is treating and receiving patients in and around
Carrefour (Fontamara, Bizoton, Thor, etc).

Original Categories from Volunteers: 7d. Hospital/clinics operating

My Categories: 7d. Hospital/clinics operating

Category Definition (from researcher): reports that medical services are being provided at
this location
Justification: Because the message specifically mentions that the hospital is treating and receiving patients.

Record #527

Contents of Message: xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx. People trapped under house screaming (address and name withheld for privacy)

Original Categories from Volunteers: 1c. People trapped

My Categories: 1c. People trapped; 5a. Collapsed structure

Category Definition (from researcher): 1c. reports of people trapped who are still alive, must be specific about location; 5a. reports indicating collapsed buildings that are specific with a building/company name or address

Justification: The message clearly indicates that people are trapped so that relates to category 1c. Because the message also uses “under house” then that implies that the structure has collapsed and therefore relates to category 5a.

New binary fields were created for each category and subcategory and were populated based on the results of the re-categorization. This re-categorization resulted in 8 main categories and 46 sub-categories. The cause of the difference in the number of subcategories between the original database and my database deserves some attention. By reading the contents of each record, I determined that the subcategories were not consistent throughout the entire time frame of interest. When I asked the volunteer community for a history of which subcategories were used during the time frame of interest, however, none was available nor was I able to ascertain the reason for the changes (J. Valuch, personal communication, January 15, 2013). As a result, I found that in some cases the same subcategory had two definitions. See Table 5 below for examples.
Table 5 - Subcategories with more than one definition

<table>
<thead>
<tr>
<th>Subcategory</th>
<th>Definition 1</th>
<th>Definition 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>2c</td>
<td>Contaminated water</td>
<td>Security Concern</td>
</tr>
<tr>
<td>6a</td>
<td>Floods</td>
<td>Deaths</td>
</tr>
<tr>
<td>6b</td>
<td>Landslides</td>
<td>Missing Persons</td>
</tr>
<tr>
<td>6c</td>
<td>Earthquakes and Aftershocks</td>
<td>Asking to forward a message</td>
</tr>
</tbody>
</table>

In other instances, subcategories were moved to more closely match their more appropriate main category. See Table 6 below for examples.

Table 6 - Subcategories Moved to Different Main Categories

<table>
<thead>
<tr>
<th>Original Subcategory &amp; Definition</th>
<th>Original Category</th>
<th>New Category</th>
<th>New Subcategory</th>
</tr>
</thead>
<tbody>
<tr>
<td>2c – Security Concern</td>
<td>2 - Vital Lines</td>
<td>4 – Security Threats</td>
<td>4e</td>
</tr>
<tr>
<td>4e - Water Sanitation</td>
<td>4 - Security Threats</td>
<td>3 – Public Health</td>
<td>3f</td>
</tr>
<tr>
<td>6a – Deaths</td>
<td>Natural Hazards</td>
<td>3 – Public Health</td>
<td>3g</td>
</tr>
<tr>
<td>6b – Missing Persons</td>
<td>Natural Hazards</td>
<td>8 – Other</td>
<td>8g</td>
</tr>
<tr>
<td>6c – Asking to Forward a Message</td>
<td>Natural Hazards</td>
<td>8 – Other</td>
<td>8h</td>
</tr>
</tbody>
</table>

**Category and Subcategory Comparisons**

My main goal for this project was to compare the instances of original categories and subcategories in the original database to the instances of re-categorized categories and subcategories that I created. In order to conduct this comparison, I needed to compare which categories and subcategories the original volunteers associated with each record in the database to my own re-categorization for each record. In order to automate this process, a Python script (see Appendix B and Appendix C) was used to compare the volunteer produced categories and subcategories for each record to those generated by
This Python script resulted in a new CSV file that contained the unique identifier, a column containing the original, volunteer produced categories and subcategories, and a column containing the categories and subcategories I generated per record. A spreadsheet software program was used to generate descriptive statistics to determine how many records were a perfect match between the two data sets at both the category level and subcategory level. See Table 7 below as an example for what the output of the Python script looks like as well as a description of what the columns represent. The original volunteers determined that record 67 (Column 1) in the database related to categories 1, 7, and 8 (Column 2). When I re-categorized the record, I found that the message only related to category 8 (Column 3). The Python script then determined that for record 67, the original categorization and my conducted re-categorization both related to category 8 (Column 4). The last two columns indicate which categories appeared in only the original volunteer categorization and my categorization. The table indicates that for record 68, volunteers and myself agreed that the message related to category 6 while the volunteers thought the message also applied to category 7 and I thought the message also applied to category 8. The table indicates that for record 69, there was no agreement between the original volunteers and myself.
Table 7 – Sample CSV generated by Python script comparing original and re-categorized results per record.

<table>
<thead>
<tr>
<th>Unique ID</th>
<th>Original Categories (each digit represents a category)</th>
<th>Revised Categories (each digit represents a category)</th>
<th>Both Only (each digit represents a category)</th>
<th>Original Only (each digit represents a category)</th>
<th>Revised Only (each digit represents a category)</th>
</tr>
</thead>
<tbody>
<tr>
<td>67</td>
<td>178</td>
<td>8</td>
<td>8</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>68</td>
<td>67</td>
<td>68</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>69</td>
<td>125</td>
<td>8</td>
<td></td>
<td>125</td>
<td>8</td>
</tr>
</tbody>
</table>

**Statistics**

Descriptive statistics were generated for each original and revised category and subcategory in aggregate and by day. These descriptive statistics included total numbers of instances for each category and subcategory as well as percentages of totals used to compare the original and re-categorized values for the main and subcategories.
Chapter Four – Results

The results section of this thesis is separated into three subsections. The first section focuses on the aggregate of the results at the main category and subcategory level. The second section focuses on results aggregated by day at the main category and subcategory level. The third section focuses on statistical comparisons at various levels for the main and subcategories between the original number of entries and the re-categorized number of entries.

Aggregate Results

Main Categories

The aggregate results for the main categories show that the number of differences in entries for each category and the total number of entries for each category varied widely across categories and subcategories. Refer to Table 8 and Figure 6.

Table 8 - Instances of Each Main Category in Total

<table>
<thead>
<tr>
<th>Category</th>
<th>Number of Entries in Each Category for the Original Data Set</th>
<th>Number of Entries in Each Category After Re-categorization</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>492</td>
<td>228</td>
</tr>
<tr>
<td>2</td>
<td>1393</td>
<td>1518</td>
</tr>
<tr>
<td>3</td>
<td>223</td>
<td>435</td>
</tr>
<tr>
<td>4</td>
<td>204</td>
<td>62</td>
</tr>
<tr>
<td>5</td>
<td>171</td>
<td>315</td>
</tr>
<tr>
<td>6</td>
<td>38</td>
<td>42</td>
</tr>
<tr>
<td>7</td>
<td>588</td>
<td>223</td>
</tr>
<tr>
<td>8</td>
<td>411</td>
<td>613</td>
</tr>
<tr>
<td>total</td>
<td>3520</td>
<td>3436</td>
</tr>
</tbody>
</table>
Figure 6 - Instances of Each Main Category in Total

Category 1, Emergency, had significantly fewer entries after re-categorization than before. Category 1 comprised 13.98 percent of the total original entries and 6.64 percent of the total revised entries. Category 2, Vital Lines, contained the highest percentage of the total records in both the original data set and the revised data set. Category 2 comprised 39.57 percent of the total original entries and 44.18 of the total revised entries. Category 3, Public Health, had a significant increase in the number of entries after re-categorization. Category 3 comprised 6.34 percent of the total original entries and 12.66 percent of the total revised entries. Category 4, Security Threats, appears to have significantly fewer entries after re-categorization than before. Category 4
comprised 5.80 percent of the total original entries and 1.80 percent of the total revised entries. Category 5, Infrastructure Damage, had significantly more entries after re-categorization than before. Category 5 comprised 4.86 percent of the total original entries and 9.17 percent of the total revised entries. Category 6, Natural Hazards, did not have a significant difference in the number of entries when comparing the original categorization to the re-categorization. Category 6 contained the fewest number of entries in the original and revised data sets with the original comprising 1.08 percent of the total and the revised comprising 1.22 percent of the total. Category 7, Services Available, had significantly fewer entries after re-categorization than before. Category 7 comprised 16.70 percent of the original entries and 6.49 percent of the total revised entries. This resulted in Category 7 having the second most entries in the original data set to the third least entries in the revised data set. Category 8, Other, had significantly more entries after re-categorization than before. Category 8 comprised 11.68 percent of the total original entries and 17.84 percent of the total revised entries.

There are several reasons that the number of instances for the categories may be inconsistent. Many of the discrepancies highlighted above can be attributed to omission, commission, or both when comparing the original data set to my revised data set. If the revised data set is considered to be more consistent, and therefore higher quality, then inconsistencies of omission are when I assigned a category to a record that the original volunteers did not. Inconsistencies of commission are when the volunteers assigned a category to a record that I did not. However, these types of inconsistencies do not fully explain the discrepancies I observed. For instance, when examining the original categories and subcategories prior to re-categorization, I realized that some subcategories
appeared to be in the wrong main categories. The next subsection will highlight these differences.

**Subcategories**

The number of entries within each subcategory both for the original data set and the revised data set are highly variable. Even within Category 2, the largest category both before and after re-categorization, there were some individual subcategories with very few entries. Some of this is attributed to omission and commission inconsistencies between the original and revised data set while others are due to the rearranging of some subcategories. Rearranging of subcategories will be highlighted below as appropriate. Refer to Figure 7 below.
Figure 7 – Instances of Each Subcategory, Total
Category 1 consisted of four subcategories related to emergencies. Refer to Table 9. Subcategory 1d had very few entries both before and after re-categorization but had the exact same number of entries in both cases. Subcategory 1a had no original entries but 6 entries in the revised data set. Subcategories 1b, Medical Emergencies, and 1c, People Trapped, comprised the majority of the entries both before and after re-categorization. There were no discrepancies between the original and revised subcategories for Category 1.

Table 9 - Subcategory 1, Total Entries

<table>
<thead>
<tr>
<th>Subcategory</th>
<th>Number of Entries in Each Subcategory for the Original Data Set</th>
<th>Number of Entries in Each Subcategory after Re-categorization</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>1b</td>
<td>170</td>
<td>61</td>
</tr>
<tr>
<td>1c</td>
<td>155</td>
<td>157</td>
</tr>
<tr>
<td>1d</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

Category 2 consisted of 6 subcategories related to needs. Refer to Table 10. Subcategories 2a, Food Shortage, and 2b, Water Shortage, comprised the overwhelming majority of the entries both before and after re-categorization. There was one discrepancy between the original and revised subcategories for Category 2.

Table 10 - Subcategory 2, Total Entries

<table>
<thead>
<tr>
<th>Subcategory</th>
<th>Number of Entries in Each Subcategory for the Original Data Set</th>
<th>Number of Entries in Each Subcategory after Re-categorization</th>
</tr>
</thead>
<tbody>
<tr>
<td>2a</td>
<td>998</td>
<td>942</td>
</tr>
<tr>
<td>2b</td>
<td>879</td>
<td>667</td>
</tr>
<tr>
<td>2c</td>
<td>17</td>
<td>3</td>
</tr>
<tr>
<td>2d</td>
<td>183</td>
<td>394</td>
</tr>
<tr>
<td>2e</td>
<td>17</td>
<td>36</td>
</tr>
<tr>
<td>2f</td>
<td>9</td>
<td>4</td>
</tr>
</tbody>
</table>
Category 3 was originally comprised of 5 subcategories related to public health, however, after examining all of the data I moved two subcategories into this category. Refer to Table 11. Original category 4e, Water Sanitation and Hygiene Promotion, became 3f and 6a, Deaths, became 3g. Subcategories 3a, 3b, 3d, and 3e contained no entries in the original data set and a very limited number of entries in the revised data set. Category 3c, Medical Equipment and Supply Needs, comprised the overwhelming majority of entries in both the original and revised data sets. Due to subcategories 3f and 3g being moved into Category 3 during re-categorization, they have nothing to be compared with.

**Table 11 - Subcategory 3, Total Entries**

<table>
<thead>
<tr>
<th>Subcategory</th>
<th>Number of Entries in Each Subcategory for the Original Data Set</th>
<th>Number of Entries in Each Subcategory after Re-categorization</th>
</tr>
</thead>
<tbody>
<tr>
<td>3a</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>3b</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3c</td>
<td>222</td>
<td>267</td>
</tr>
<tr>
<td>3d</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3e</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>3f</td>
<td>0</td>
<td>26</td>
</tr>
<tr>
<td>3g</td>
<td>0</td>
<td>53</td>
</tr>
</tbody>
</table>

Category 4 originally consisted of 5 subcategories related to security threats. Refer to Table 12. Subcategory 4e was moved to Category 3 and replaced with subcategory 2c (In the original data set there were two 2c’s. One referenced Contaminated Water while the other referenced Security Concern.). Original subcategories 4b, 4c, and 4d did not contain any entries in the original dataset and only 4d contained an entry in the revised data set. The majority of entries in the original and revised data sets related to original category 4a and revised category 4e.
Table 12 - Subcategory 4, Total Entries

<table>
<thead>
<tr>
<th>Subcategory</th>
<th>Number of Entries in Each Subcategory for the Original Data Set</th>
<th>Number of Entries in Each Subcategory after Re-categorization</th>
</tr>
</thead>
<tbody>
<tr>
<td>4a</td>
<td>17</td>
<td>13</td>
</tr>
<tr>
<td>4b</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4c</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4d</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>4e</td>
<td>151</td>
<td>47</td>
</tr>
</tbody>
</table>

Category 5 consisted of 5 subcategories related to infrastructure damage. Refer to Table 13. The majority of entries in both the original and revised data sets related to subcategory 5a followed by 5b and 5c. There were no original entries in subcategories 5d and 5e and only a few in the revised data set. There were no discrepancies between the original and revised subcategories for Category 5.

Table 13 - Subcategory 5, Total Entries

<table>
<thead>
<tr>
<th>Subcategory</th>
<th>Number of Entries in Each Subcategory for the Original Data Set</th>
<th>Number of Entries in Each Subcategory after Re-categorization</th>
</tr>
</thead>
<tbody>
<tr>
<td>5a</td>
<td>129</td>
<td>258</td>
</tr>
<tr>
<td>5b</td>
<td>28</td>
<td>26</td>
</tr>
<tr>
<td>5c</td>
<td>27</td>
<td>22</td>
</tr>
<tr>
<td>5d</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>5e</td>
<td>0</td>
<td>5</td>
</tr>
</tbody>
</table>

Category 6 was a challenging category. Refer to Table 14. The original data set consisted of two definitions each for Category 6’s three subcategories, which were supposed to relate to natural hazards. As a result, the second 6a, Deaths, was moved to Category 3, the second 6b, Missing Persons, was moved to Category 8, and the second 6c, Asking to Forward a Message, was moved to Category 8. The remaining three subcategories related to natural hazards. The overall number of entries for Category 6 in
both the original and revised data sets was very small with no instances of subcategory 6a in the revised data set.

**Table 14 - Subcategory 6, Total Entries**

<table>
<thead>
<tr>
<th>Subcategory</th>
<th>Number of Entries in Each Subcategory for the Original Data Set</th>
<th>Number of Entries in Each Subcategory after Re-categorization</th>
</tr>
</thead>
<tbody>
<tr>
<td>6a</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>6b</td>
<td>15</td>
<td>2</td>
</tr>
<tr>
<td>6c</td>
<td>21</td>
<td>6</td>
</tr>
</tbody>
</table>

Category 7 consisted of 8 subcategories related to services available. Refer to Table 15. The two largest subcategories in both the original and revised data sets were 7a, Food Distribution Points, and 7d, Hospital/Clinics Operating. There were no original entries for subcategories 7e and 7f and there were no revised entries for subcategory 7h. There were no discrepancies between the original and revised subcategories for Category 7.

**Table 15 - Subcategory 7, Total Entries**

<table>
<thead>
<tr>
<th>Subcategory</th>
<th>Number of Entries in Each Subcategory for the Original Data Set</th>
<th>Number of Entries in Each Subcategory after Re-categorization</th>
</tr>
</thead>
<tbody>
<tr>
<td>7a</td>
<td>210</td>
<td>23</td>
</tr>
<tr>
<td>7b</td>
<td>2</td>
<td>23</td>
</tr>
<tr>
<td>7c</td>
<td>50</td>
<td>20</td>
</tr>
<tr>
<td>7d</td>
<td>217</td>
<td>128</td>
</tr>
<tr>
<td>7e</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>7f</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>7g</td>
<td>29</td>
<td>5</td>
</tr>
<tr>
<td>7h</td>
<td>7</td>
<td>0</td>
</tr>
</tbody>
</table>

Category 8 originally consisted of 6 subcategories that did not fit in any other main category. Refer to Table 16. After I moved the second subcategories 6b and 6c, however, Category 8 consisted of 8 subcategories. Four of the original subcategories did not contain any entries with most of the original entries going to subcategory 8e, Person
News. Somewhat surprisingly, there were no original entries for subcategory 8a, Internally Displaced Persons (IDP) Concentrations.

**Table 16 - Subcategory 8, Total Entries**

<table>
<thead>
<tr>
<th>Subcategory</th>
<th>Number of Entries in Each Subcategory for the Original Data Set</th>
<th>Number of Entries in Each Subcategory after Re-categorization</th>
</tr>
</thead>
<tbody>
<tr>
<td>8a</td>
<td>0</td>
<td>185</td>
</tr>
<tr>
<td>8b</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>8c</td>
<td>0</td>
<td>15</td>
</tr>
<tr>
<td>8d</td>
<td>44</td>
<td>4</td>
</tr>
<tr>
<td>8e</td>
<td>275</td>
<td>15</td>
</tr>
<tr>
<td>8f</td>
<td>0</td>
<td>186</td>
</tr>
<tr>
<td>8g</td>
<td>0</td>
<td>215</td>
</tr>
<tr>
<td>8h</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>

**Daily Results**

The next section of results relate to how the original and re-categorized data sets changed over the days following the earthquake. Figure 8 reflects the total number of reports that were filed with the Ushahidi platform following the earthquake without making any distinctions between classes. Note that the number of reports is declining starting on the 14th but begins to increase starting on the 16th, coinciding with the start of the 4636 short message (SMS) code program. The peak of the reports occurs on the 23rd, which is the date that the Haitian government called an end to the response phase of the disaster (Batty, 2010).
Main Categories

Just as the overall number of entries in the original and revised data sets varied by category, they also varied by date. The following results pertain to how the number of entries in the original and revised main category data sets changed over time. Figures 9 and 10 compare the total entries in the original data set and the total entries in the revised data set by main category. In both cases notice the large number of reports related to needs (Category 2) compared to the other categories.
Figure 9 - Original Reports by Category per Day
Figure 10 – Revised Reports by Category per Day
Another way to view these two sets of values is using a stacked area chart that highlights the relative number of entries in each category by day and provides a cumulative number of entries. Refer to Figures 11 and 12 below.
Figure 11 - Cumulative Entries per Day, Original
Figure 12 - Cumulative Entries by Day, Revised
The number of entries in the original and revised Category 1 data sets indicate discrepancies related to commission for every day in the study period except one. Refer to Figure 13. The discrepancy between the two data sets indicates a difference between the categorization by the researcher and the volunteers.

Figure 13 - Category 1, Original versus Revised, by Day
The number of entries in the original and revised Category 2 data sets rarely fluctuate, and when they do, by a relatively small amount. This consistency between the two data sets indicates a high degree of agreement between the categorization by the volunteers and the researcher. Refer to Figure 14.

Figure 14 - Category 2, Original versus Revised, by Day
The number of entries in the original and revised Category 3 data sets indicates discrepancies related to omission for every day in the study period. Refer to Figure 15. The discrepancy between the two data sets indicates a difference between the categorization by the researcher and the volunteers.

![Category 3, Original vs Revised, by Day](image)

*Figure 15 - Category 3, Original versus Revised, by Day*
The number of entries in the original and revised Category 4 data sets indicates discrepancies related to commission for a majority of the days in the study period. Refer to Figure 16. The discrepancy between the two data sets indicates a difference between the categorization by the researcher and the volunteers.

![Category 4, Original vs Revised, by Day](image)

*Figure 16 - Category 4, Original versus Revised, by Day*
The number of entries in the original and revised Category 5 data sets indicates discrepancies related to omission for a majority of the days in the study period. Refer to Figure 17. The discrepancy between the two data sets indicates a difference between the categorization by the researcher and the volunteers.

Figure 17 - Category 5, Original versus Revised, by Day
The results of comparing the number of entries in the original and revised Category 6 by day defy expectation based on what we now about the inconsistencies in the original subcategories. This may be a result of the category’s small size and should not be viewed as agreement between the categorization between the researcher and the volunteers. Refer to Figure 18.

Figure 18 - Category 6, Original versus Revised, by Day
The number of entries in the original and revised Category 7 data sets indicates discrepancies related to commission for all but one day in the study period. Refer to Figure 19. The discrepancy between the two data sets indicates a difference between the categorization by the researcher and the volunteers.

![Category 7, Original vs Revised, by Day](image_url)

*Figure 19 - Category 7, Original versus Revised, by Day*
The number of entries in the original and revised Category 8 data sets indicates discrepancies related to omission for a majority of the days in the study period. Refer to Figure 20. The discrepancy between the two data sets indicates a difference between the categorization by the researcher and the volunteers.

**Category 8, Original vs Revised, by Day**

![Category 8, Original vs Revised, by Day](image)

**Subcategories**

The following results pertain to how the number of entries in the original and revised subcategory data sets changed over time. There are too many subcategories to display on one graph so a separate graph is displayed for the subcategories that pertain to each main category. The x and y axes for the graphs within a single main category are the same but the axes may change between categories. Full sized versions of each graph can be found in Appendix D.

The subcategories that comprise Category 1 highlight the differences in the number of entries among each of the subcategories as well as how the number of reports
fluctuates per day. Subcategory 1b shows a primary discrepancy by commission while Subcategory 1c shows a general agreement between the original and revised entries. Subcategories 1a and 1d consist of few events in both data sets. Refer to Figure 21.
Figure 21 - Events for Subcategories 1a-1d by Day
The subcategories that comprise Category 2 highlight the differences in the number of entries among each of the subcategories as well as how the number of reports fluctuates per day. Subcategory 2b shows a primary discrepancy by commission, Subcategory 2d shows a primary discrepancy by omission, while Subcategory 2a shows a general agreement between the original and revised entries. Subcategories 2c, 2e, and 2f consist of few events in both data sets. Refer to Figure 22.
Figure 22 - Events for Subcategories 2a-2f by Day
The subcategories that comprise Category 3 highlight the differences in the number of entries among each of the subcategories as well as how the number of reports fluctuates per day. Subcategory 3c shows a primary discrepancy by commission. Subcategories 3a, 3b, 3d, and 3e consist of few events in both data sets. Subcategories 3f and 3g did not exist in the original data set so cannot be compared. Refer to Figure 23.
Figure 23 - Events for Subcategories 3a-3g by Day
The subcategories that comprise Category 4 highlight the differences in the number of entries among each of the subcategories as well as how the number of reports fluctuates per day. Subcategory 4e shows a primary discrepancy by commission. Subcategories 4b, 4c, and 4d consist of few events in both data sets. The number of events in Subcategory 4a generally matches between the two data sets. Refer to Figure 24.
Figure 24 - Events for Subcategories 4a-4e by Day
The subcategories that comprise Category 5 highlight the differences in the number of entries among each of the subcategories as well as how the number of reports fluctuates per day. Subcategory 5a shows a primary discrepancy by omission. Subcategories 5d and 5e consist of few events in both data sets. The number of events in Subcategories 5b and 5c generally match between the two data sets. Refer to Figure 25.
Figure 25 - Events for Subcategories 5a-5e by Day
The subcategories that comprise Category 6 are too few to draw any meaningful conclusions. While the values fluctuate per day and by subcategory, there were at most 5 events on any given day in either data set. Refer to Figure 26.
Figure 26 - Events for Subcategories 6a-6c by Day
The subcategories that comprise Category 7 highlight the differences in the number of entries among each of the subcategories as well as how the number of reports fluctuates per day. Subcategories 7a, 7d, and 7g show a primary discrepancy by commission. Subcategory 7b shows a slight discrepancy by omission while 7c exhibits both commission and omission depending on the day. The number of events in Subcategories 7e, 7f, and 7h generally match between the two data sets. Refer to Figure 27.
Figure 27 - Events for Subcategories 7a-7h by Day
The subcategories that comprise Category 8 highlight the differences in the number of entries among each of the subcategories as well as how the number of reports fluctuates per day. Subcategories 8a and 8f show a primary discrepancy by omission. Subcategories 8b and 8c consist of few events in both data sets. Subcategories 8d and 8e show a primary discrepancy by commission. Subcategories 8g and 8h did not exist in the original data set so there is nothing to compare them with. Refer to Figure 28.
Figure 28 - Events for Subcategories 8a-8h by Day
**Statistical Results**

**Main Categories and Subcategories, Independent Ushahidi Review versus Researcher Findings**

Table 17 was created by an independent review of the Ushahidi deployment in Haiti approximately a year and a half after the earthquake (Morrow *et al.*, 2011). The table was created by randomly selecting 50 entries from the total of 3,584 and assessing their original categories for errors of omission, commission, or a combination of omission and commission. Using these randomly selected entries, the reviewers estimated an overall error rate of 36% with a perfect match rate of 64%.

<table>
<thead>
<tr>
<th>Error Type</th>
<th>% of all Reports</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reports with incorrect category tag (Commission)</td>
<td>18</td>
</tr>
<tr>
<td>Reports missing a critical category tag (omission)</td>
<td>30</td>
</tr>
<tr>
<td>Both incorrect and missing tags</td>
<td>6</td>
</tr>
<tr>
<td>Missing or incorrect category tag (overall error rate)</td>
<td>36</td>
</tr>
<tr>
<td>Reports with neither missing nor incorrect tags</td>
<td>64</td>
</tr>
</tbody>
</table>

Table 18 contains a summary of the commission, omission, and combined commission and omission discrepancies for my study period at the main category level. This is the most forgiving level of assessment because it focuses on the main category level while ignoring specific subcategories. Note that the overall rate of discrepancy was determined to be 50.12%, which resulted in a perfect agreement rate of 49.88%.

<table>
<thead>
<tr>
<th>Error Type</th>
<th>% of all Reports</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reports with incorrect category tag (Commission)</td>
<td>12.65</td>
</tr>
<tr>
<td>Reports missing a critical category tag (omission)</td>
<td>14.50</td>
</tr>
<tr>
<td>Both incorrect and missing tags</td>
<td>22.97</td>
</tr>
<tr>
<td>Missing or incorrect category tag (overall error rate)</td>
<td>50.12</td>
</tr>
<tr>
<td>Reports with neither missing nor incorrect tags</td>
<td>49.88</td>
</tr>
</tbody>
</table>
Table 19 contains my results for my study period at the subcategory level that most closely matches the analysis done by the independent reviewers. This is a much more stringent level of assessment because it checks for agreement among all of the subcategories. Note that the overall rate of discrepancy was determined to be 73.41%, which resulted in a perfect agreement rate of 26.59%.

<table>
<thead>
<tr>
<th>Error Type</th>
<th>% of all Reports</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reports with incorrect category tag (Commission)</td>
<td>16.83</td>
</tr>
<tr>
<td>Reports missing a critical category tag (omission)</td>
<td>23.90</td>
</tr>
<tr>
<td>Both incorrect and missing tags</td>
<td>16.83</td>
</tr>
<tr>
<td>Missing or incorrect category tag (overall error rate)</td>
<td>73.41</td>
</tr>
<tr>
<td>Reports with neither missing nor incorrect tags</td>
<td>26.59</td>
</tr>
</tbody>
</table>
Chapter Five – Discussion

Based on the results from comparing the number of events for the categories and subcategories in the original data set produced by the volunteers with the re-categorized data that I produced, it would be easy to dismiss VGI as a viable data source during disasters. However, the simple percentages that I produced do not tell the entire story of this data set and its significance. Prior to the earthquake that struck Haiti in early 2010, almost all data produced during disasters came from authoritative sources. This data had a tendency to be slow to produce and was often not available to anyone outside the disaster response community. In addition, the collected data were often derived from remote sensing products or a limited number of data collectors on the ground. This greatly limited the amount of data produced and the types of data that could be collected. In contrast to this historical approach to data collection, the volunteer response to the Haiti disaster produced a major paradigm shift in emergency response.

In a way, the Ushahidi deployment in Haiti served as a national 9-1-1 system that was completely operated by volunteers. As a result of the Ushahidi deployment in Haiti, the amounts and types of data available to responders was greatly increased. Volunteers were able to collect data at a very fine scale from individual victims. Volunteers were also able to collect data that is not readily visible like hunger, thirst, and price gouging that may be missing from remotely sensed data. The data that were collected by volunteers was immediately available rather than having to wait to be incorporated into the next map update. The data were also available in an open format to anyone interested in the disaster. This helped reduce many of the barriers present in traditional emergency
response situations when dealing with incompatible software or data or when trying to navigate licensing agreements.

As was presented in the results section, however, the use of VGI data produced using the Ushahidi platform has room to improve. The following ideas are meant to stimulate discussion about ways to improve the quality of data produced as part of the Ushahidi platform but should not be considered recommendations. As this research project revolved around attribute consistency in the data, my ideas are focused on techniques that may improve that consistency.

First, organizers of the online crisis mapping community should consider developing documentation and training materials that can be provided to volunteers to help them more consistently categorize data produced by victims of disasters. This documentation might include categories and subcategories with definitions and examples. As part of the process of training volunteers, organizers of volunteers should consider hosting training exercises that can be used to assess the quality of the work conducted by the volunteers that could lead to improved training materials. Members of the online crisis mapping community should examine other hierarchical systems for classification, like the USGS Land Cover System, to determine if there are techniques or methods that can be incorporated into their own categorization schemes. Any changes that are introduced could be assessed during the training exercises discussed above. In order to assist researchers, future volunteers, and reviewers, volunteers should consider creating documentation for the procedures and tools that are used during an emergency. For instance, based on anecdotal evidence in the original CSV it appears that the categories and subcategories changed at least once during the first few weeks that the Haiti site was
online. When I asked the volunteer community if anyone knew what those original
categories were or when they were changed, no one knew the answers to my questions (J.
Valuch, personal communication, January 15, 2013).

I am also presenting some ideas that are specific to this scenario but may be applicable in future deployments. Volunteers should consider using a character encoding that is appropriate for the language of the victims. Numerous reports in the original CSV were difficult to read because of what appeared to be missing or inappropriate characters. Numerous reports described a need or activity at more than one location. Volunteers should determine if a system for splitting messages might be useful in the future if a message contains references to more than one location. There were several instances of roads being closed due to debris or landslides and then follow up reports that said those same features were now open. These different messages provided conflicting information. Volunteers should consider whether adding an ability to change the status of a report is needed. Many reports in the original CSV were meant as ways to collect data directly from victims. However, numerous reports were also published that related to information sharing between relief agencies. It may be worth investigating whether a multiple tiered system could be appropriate so that data can be collected from victims at one level and so that relief agencies can coordinate with each other at another level. Many messages from victims voiced a great deal of frustration at having reported a need but not receiving help. In the future it may be beneficial to help manage the expectations of the victims so that they do not feel taken advantage of or neglected when they are already in a vulnerable situation. While some messages were quite specific about the types of aid that were needed and where the victims were located, many other messages
were quite generic with people just asking for help. It may also be worthwhile to investigate ways to better communicate what information is needed from the victims in order to act on their reports. There were many reports that matched a main category but did not suite any of the appropriate subcategories. It might be worth considering adding an “other” subcategory to each main category rather than having a single main category labeled “other”. For instance, there were several instances where people requested help with corpse removal. This type of request may best fit in the main category related to public health, but because there was not a specific subcategory for corpse removal, I placed these reports in the other main category.
Chapter Six – Conclusions

Summary of Findings

This research project set out to better understand the consistency of categorization by volunteers in a time critical emergency. An independent review of the Ushahidi Haiti deployment estimated that 64 percent of the reports in the original database were correctly categorized (Morrow et al., 2011). After re-categorizing the data, I found that during my study period the data was correctly categorized nearly 27 percent of the time at the subcategory level. My estimates are less than half of what the independent reviewers estimated. The process of comparing the number and distribution of subcategories between the two data sets is a very strict comparison between the two data sets. For instance, a volunteer may have categorized a message as 5a. Collapsed Structure and I may have categorized the same message as 5b. Unstable Structure. While both subcategories imply that a structure may be structurally unsound, they do not exactly match so in my assessment these would be inconsistent. In order to better understand if the main ideas of the messages were consistently identified, I aggregated the subcategories up to their appropriate main categories and compared each record across the two data sets. Using the example scenario from above, in this case the 5a and 5b would both be aggregated as main category 5 and would therefore be a match. I found that when comparing the two data sets at the main category level almost 50 percent of the messages were consistently categorized. While this is a marked improvement over 27 percent at the subcategory level, it is still considerably less than the 64 percent estimated by the independent reviewers.
**Limitations**

There are several limitations related to the methods and results of this research project that need to be addressed. While every effort was made to be as consistent as possible during the re-categorization process, only one person (me) was responsible for this step of the project. Therefore the results of the re-categorization process may be biased based on my own background and understanding of the original work of the volunteers. It is also possible that as I was manually re-categorizing each entry in the database that I mistyped the categories or subcategories as I was entering them in the computer. In addition, when I attempted to obtain the training materials that were provided to the original volunteers to help them determine how to categorize the contents of the data that was submitted to the Ushahidi platform, I discovered that there were not any materials. As a result, I had to develop my own definitions for each category. Some categories and subcategories were self-explanatory while others were ambiguous or seemed redundant. If a different person were responsible for writing their own category and subcategory definitions, then they may develop very different results.

Per more traditional methods of comparing attributes, it is better to compare a dataset of unknown quality to one of known quality (Goodchild and Hunter, 1997), however, no data set exists to my knowledge that is suitable for comparison to the original Ushahidi data set. Due to the reasons listed above, the attributes of the re-categorized data set that I created are but one example and should not be considered “THE” ultimate categorization.

Though there are as many as eight components of geospatial data quality (van Oort, 2006), this research project only addresses one of those components. I discovered the difficulties of comparing specific categories and subcategories as I wrestled with how
to categorize the data. For instance, Category 6 was described as “Natural Hazards”. But as I reviewed the original data I discovered two separate definitions for subcategories 6a, 6b, and 6c. One set of original subcategories clearly related to the main category heading (Floods, Landslides, Earthquakes and Aftershocks), while the second subcategories seemed to belong in different main categories (Deaths, Missing Persons, Asking to Forward a Message). Because the second set of subcategories did not match the original main category, I separated those and moved them to what I felt was a more appropriate category. How best, then, to compare the number of entries in the original data with the number of entries in the revised data? My method was to compare categories and subcategories with matching number and letter designations no matter the definitions. The reason for this is that I wanted to create the “best” version of the original data that I could where categories and their subcategories were consistent and related. While this may not be the most appropriate method, in most cases the number of entries in the affected subcategories was quite small and statistically insignificant.

There are also potential limitations that affect the findings of my research. While this research project addressed the quantity of inconsistencies in the categorization process, it does not investigate the cause of those discrepancies. In addition, this research project only investigates a single Ushahidi deployment. The results of Ushahidi deployments that took place after this disaster may have significantly different results. This research project does not address ways in which to better incorporate VGI with more traditional relief agencies. In addition, this research project does not address the effects of error in the attribute data and whether or not they have any impact on relief activities.
Future Research

Some future research should be conducted as a way to investigate the limitations of this research project as discussed above. For instance, future research could look for and examine any trends in inconsistencies between the original data and the revised data over time, and as the number of events increases or decreases. While it is beneficial to know the magnitude of the discrepancies between the two data sets, it would also be useful to study the nature or cause of the omission and commission discrepancies. Attempts should be made to study as many different components of geospatial data quality as possible related to this disaster. Longitudinal studies could also be conducted to determine if the discrepancies are consistent across multiple deployments of the Ushahidi platform.

Further research could also provide direct benefits to individuals or organizations that utilize the Ushahidi platform. For instance, what are some ways to incorporate the strengths of VGI in disaster response to supplement data produced by traditional aid agencies? GIS models could be developed to help predict the accuracy of information collected by volunteers to help responders assess the appropriateness of a data source. Sensitivity analyses could also be conducted to determine which aspects of geospatial quality have the greatest impact on activities undertaken by emergency responders.

Beyond the specific research ideas mentioned above that relate specifically to this thesis, I also feel that there are several broad categories that deserve further attention. An important component of future VGI and disaster response research should focus on the equality of access to the tools needed to create and share the data. Haklay and Ellul (2010) present evidence to suggest that the producers of VGI do not span all socioeconomic segments of society, but rather skew away from people who are at the low
end of the socioeconomic spectrum. This could prove dangerous because these same people may be most at risk of being unable to evacuate prior to an emergency and may not have access to the resources necessary to survive and rebuild as quickly as people from higher up on the socioeconomic ladder. Future research may need to focus on making the tools necessary to create and share VGI more equally available.

Another important component of future VGI research is the degree that data creation is affected by the disaster itself. Nelson, Sigal, and Zambrano (2010) report that, despite the unprecedented role of crowdsourcing and VGI in response to the Haiti earthquake, the use of cell phones was reliant on damaged and overtaxed cellular networks and access to electricity to charge and use the devices, while inexpensive, battery powered low-tech FM radio was available throughout the duration of the earthquake. It may prove that, despite the allure of new technology like location aware cell phones and web applications, a combination of low and high tech efforts may be the best way to collect and provide information following a devastating disaster that disrupts critical infrastructure. Future research could focus on combining technology that is more resistant to damage from disasters with newer technology that may or may not be available due to damage.

Future research could also focus on how people actually interact with social media tools, especially in high stress situations (American Red Cross, 2010). Will people be more likely to use social media tools during an emergency if they use them in their normal life? Will the data they provide be more useful if they are already familiar with how the tools work rather than trying to learn them in a high-stress situation? The same research could be applied to those institutions and agencies that may want to incorporate
VGI into their decision support system. If these agencies are able to test and experiment with VGI during normal operations, will they be more likely to use VGI during disasters? Also, will they make better use of the data if they already have a system in place to take advantage of it rather than waiting until an emergency to learn?

A combination of law, politics, and geography may also present a new research agenda related to VGI. Are relief agencies required to act on data that are submitted through social media like Twitter? What if the data are submitted anonymously? Will they be held liable if they fail to act even if responding uses limited resources? Will society provide the funding and resources to provide relief agencies with the new tools and training to take advantage of social media and VGI?

As the cost of entry continues to lower, the role of VGI in society will continue to grow. More and more people have access to cell phones and the Internet. The capabilities of those cell phones continue to expand, and even when they do not provide smart phone capabilities, they can be used to provide useful information (Munro, 2010). The adoption of social media applications like Facebook and Twitter show no signs of slowing, and as they continue to gain new users and features, their role in society will continue to grow and provide researchers with ever more data to mine. Relief agencies like the United Nations have begun to recognize the importance of VGI in their operations and are conducting their own research into VGI’s usefulness and applications (Standby Volunteer Task Force, 2011). As it becomes easier and more common to produce and share georeferenced information, geography may see an increase in attention as new researchers and existing disciplines seek to combine the potential of VGI with their own
discipline. If this increased attention to geography proves true, then countless new variations of the research proposed in this study will be added to our existing literature.
Appendices

Appendix A: Ushahidi Haiti Category Rules and Definitions

Category 1 – Emergency = a time critical response is necessary in order to preserve life and/or property
  1a – Highly Vulnerable = reports of victims who are especially vulnerable like children or the disabled but not necessarily in formalized settings like an orphanage or nursing home
  1b – Medical emergency = reports of immediate, life threatening illnesses or injuries that involve heavy bleeding, head trauma, etc
  1c – People trapped = reports of people trapped who are still alive, must be specific about location
  1d – Fire = reports of fire

Category 2 – Vital Lines = requests for services or goods that are necessary to sustain life, if a generic request that does not mention a specific subcategory below use 2
  2a – Food shortage = reports requesting food or mentioning “hungry”, “starving” or other words that indicate hunger
  2b – Water shortage = reports requesting water or mentioning “thirst”, “dehydration”, or other words that indicate thirst
  2c – Contaminated water = reports indicating that a water supply is not safe to drink
  2d – Shelter needed = reports requesting tents, sleeping bags, tarps, clothing, or any other words that indicate cold, wet, damp, sleeping on street, etc
  2e – Fuel shortage = reports requesting fuel for generators, vehicles, or any other liquid fossil fuel purpose
  2f – Power outage = reports indicating a lack of electricity

Category 3 – Public Health = requests for services or goods that are necessary to prevent or treat illness or injury, also generic medical care – requests for medical care that are not life threatening, for instance, when someone says they are sick, ill, need a doctor; also requests for corpse removal
  3a – Infectious human disease = reports indicating a specific illness not simply feeling ill or being sick
  3b – Chronic care needs = reports indicating assistance needed for victims with life-long health needs
  3c – Medical equipment and supply needs = requests for any items used for treating illnesses or injuries, including medically trained staff (doctors, nurses, specialists, etc)
  3d – OBGYN/Women’s health = requests for medical care that are specific to women’s health or delivery
  3e – Psychiatric need = requests for help with psychiatric problems
  3f – Water sanitation and hygiene promotion (move to category 3 public health) = reports requesting items necessary for personal sanitation or hygiene like soap, water purification methods, toilets/latrines, etc (formerly 4e)
3g – Deaths (move to category 3 public health) = reports that contain specific mentions of death at a specific location (should be a building or address) (former 6a duplicate)

**Category 4** – Security Threats = requests for security or reports of threats
   4a – Looting = reports indicating looting or theft, but not of aid
   4b – Theft of aid = reports indicating theft of aid
   4c – Group Violence = reports indicating riots or large groups intent on harm
   4d – Riot = reports indicating riots or large groups
   4e – Security Concern (former 2c duplicate)

**Category 5** – Infrastructure Damage = reports of damage to infrastructure
   5a – Collapsed structure = reports indicating collapsed buildings that are specific with a building/company name or address
   5b – Unstable structure = reports indicating collapsed buildings that are specific with a building/company name or address
   5c – Road blocked = reports indicating that a road is blocked by natural or manmade means
   5d – Compromised bridge = reports indicating that a bridge has sustained damage or has collapsed
   5e – Communication Lines down = reports indicating that any form of communication has stopped functioning including radio, television, cellular telephone, landline, etc.

**Category 6** – Natural Hazards = reports of natural hazards
   6a – Floods = reports of flooding
   6b – Landslides = reports of landslides
   6c – Earthquake and aftershocks = specific reports of earthquake or aftershocks

**Category 7** – Services Available = services that are available to victims or services or supplies that are available to other aid agencies for the ultimate purpose of helping victims
   7a – Food distribution point = reports indicating that food is being distributed from this location
   7b – Water distribution point = reports that water is being distributed from this location
   7c – Non-food distribution point = reports that non-food/water items are being distributed from this location
   7d – Hospital/clinics operating = reports that medical services are being provided as this location
   7e – Feeding centers available = reports that meals (not food) are being provided at this location
   7f – Shelter offered = reports that shelter is being offered at this location
   7g – Human remains management = reports that human remains are being managed at this location
   7h – Rubble removal = reports that rubble removal is taking place at this location
**Category 8** – Other = any reports or requests that do not fit the above criteria

8a – IDP Concentration = reports that people are concentrating at this location, must be more specific than a city or region, greater than 20 people

8b – Aid manipulation = reports that aid is not being distributed fairly or is being manipulated in any other way

8c – Price gouging = reports of price gouging

8d – Search and rescue = specific requests for search and rescue

8e – Person news = reports that people are safe if they do not already fit another category

8f – Other = requests for transportation, requests for tools to remove rubble without mentioning trapped people, requests for money, requests for jobs, reports of infrastructure repair, ambiguous message

8g – Missing Persons (move to category 8 other) = reports indicating that someone is missing, can’t be found, is not answering their phone, or has not been heard from (former 6b duplicate)

8h – Asking to forward a message (move to category 8 other) = reports asking for someone to pass on a message to someone else, but not related to requests for aid/help (former 6c duplicate)
Appendix B: Main Category Python Script

## this script was generated in order to work with data created for my thesis
## the purpose of this script is to open a csv file, create two lists for each
## row in the csv, then to compare each of those lists
## author: michael camponovo
## email: mecampo@unm.edu
## date: 20130207

## import required modules
import csv
import os

## define original csv
original_csv = "replace this comment with the file path and file name, with
extension to your original csv"

## create empty list to store csv
master_csv_list = []
output_list = []

##open original csv
with open(original_csv, 'rU') as original_csv_file:
    original_csv_reader = csv.reader(original_csv_file, delimiter=',')
    for row in original_csv_reader:
        master_csv_list.append(row)

##print master_csv_list[0] ##this currently print the first line about 2000
times
for row in master_csv_list[1:]:
    original_list = [] #create empty list for original category values
    revised_list = [] #create empty list for revised category values
    if row[1] == '1':# populate each list with the values 1-8 based on
        whether that value is present in the original csv
        original_list.append('1')
        if row[2] == '1':
            original_list.append('2')
        if row[3] == '1':
            original_list.append('3')
        if row[4] == '1':
            original_list.append('4')
        if row[5] == '1':
            original_list.append('5')
        if row[6] == '1':
            original_list.append('6')
        if row[7] == '1':
            original_list.append('7')
        if row[8] == '1':
            original_list.append('8')
        if row[9] == '1':
            revised_list.append('1')
        if row[10] == '1':
            revised_list.append('2')
        if row[11] == '1':
            revised_list.append('3')
if row[12] == '1':
    revised_list.append('4')
if row[13] == '1':
    revised_list.append('5')
if row[14] == '1':
    revised_list.append('6')
if row[15] == '1':
    revised_list.append('7')
if row[16] == '1':
    revised_list.append('8')
both = list(set(original_list) & set(revised_list))# create a list
of values that are in both lists
original_only = list(set(original_list) - set(revised_list))#
create a list of values that are only in the original list
revised_only = list(set(revised_list) - set(original_list))#
create a list of values that are only in the revised list
# '|'.join(original_list)
# |
# '|'.join(revised_list)
# |
# '|'.join(both)
# |
# '|'.join(original_only)
# |
# '|'.join(revised_only)

my_string = ','.join([row[0],'|'.join(original_list),
'|'.join(revised_list), '|'.join(both), '|'.join(original_only),
'|'.join(revised_only)])
output_list.append(my_string)
with open('new.csv', 'w') as new_csv:
    new_csv.write('n'.join(output_list))
Appendix C: Subcategory Python Script

## this script was generated in order to work with data created for my thesis
## the purpose of this script is to open a csv file, create two lists for each
## row in the csv, then to compare each of those lists
## author: michael camponovo
## email: mecampo@unm.edu
## date: 20130207

## import required modules
import csv
import os

## define original csv
original_csv = ##replace this comment with the file path and file name, with
## extension to your original csv

## create empty list to store csv
master_csv_list = []
output_list = []

##open original csv
with open(original_csv, 'rU') as original_csv_file:
    original_csv_reader = csv.reader(original_csv_file, delimiter=',')
    for row in original_csv_reader:
        master_csv_list.append(row)

##print master_csv_list[0] ##this currently print the first line about 2000
times
for row in master_csv_list[1:]:
    original_list = [] #create empty list for original category values
    revised_list = [] #create empty list for revised category values
    if row[1] == '1':# populate each list with the values 1a-8h based
        original_list.append('1a')
        if row[2] == '1':
            original_list.append('1b')
        if row[3] == '1':
            original_list.append('1c')
        if row[4] == '1':
            original_list.append('1d')
        if row[5] == '1':
            original_list.append('2a')
        if row[6] == '1':
            original_list.append('2b')
        if row[7] == '1':
            original_list.append('2c')
        if row[8] == '1':
            original_list.append('2d')
        if row[9] == '1':
            original_list.append('2e')
        if row[10] == '1':
            original_list.append('2f')
        if row[11] == '1':
            original_list.append('3a')
if row[12] == '1':
    original_list.append('3b')
if row[13] == '1':
    original_list.append('3c')
if row[14] == '1':
    original_list.append('3d')
if row[15] == '1':
    original_list.append('3e')
if row[16] == '1':
    original_list.append('4a')
if row[17] == '1':
    original_list.append('4b')
if row[18] == '1':
    original_list.append('4c')
if row[19] == '1':
    original_list.append('4d')
if row[20] == '1':
    original_list.append('4e')
if row[21] == '1':
    original_list.append('5a')
if row[22] == '1':
    original_list.append('5b')
if row[23] == '1':
    original_list.append('5c')
if row[24] == '1':
    original_list.append('5d')
if row[25] == '1':
    original_list.append('5e')
if row[26] == '1':
    original_list.append('6a')
if row[27] == '1':
    original_list.append('6b')
if row[28] == '1':
    original_list.append('6c')
if row[29] == '1':
    original_list.append('7a')
if row[30] == '1':
    original_list.append('7b')
if row[31] == '1':
    original_list.append('7c')
if row[32] == '1':
    original_list.append('7d')
if row[33] == '1':
    original_list.append('7e')
if row[34] == '1':
    original_list.append('7f')
if row[35] == '1':
    original_list.append('7g')
if row[36] == '1':
    original_list.append('7h')
if row[37] == '1':
    original_list.append('8a')
if row[38] == '1':
original_list.append('8b')
if row[39] == '1':
    original_list.append('8c')
if row[40] == '1':
    original_list.append('8d')
if row[41] == '1':
    original_list.append('8e')
if row[42] == '1':
    original_list.append('8f')
if row[43] == '1':
    revised_list.append('1a')
if row[44] == '1':
    revised_list.append('1b')
if row[45] == '1':
    revised_list.append('1c')
if row[46] == '1':
    revised_list.append('1d')
if row[47] == '1':
    revised_list.append('2a')
if row[48] == '1':
    revised_list.append('2b')
if row[49] == '1':
    revised_list.append('2c')
if row[50] == '1':
    revised_list.append('2d')
if row[51] == '1':
    revised_list.append('2e')
if row[52] == '1':
    revised_list.append('2f')
if row[53] == '1':
    revised_list.append('3a')
if row[54] == '1':
    revised_list.append('3b')
if row[55] == '1':
    revised_list.append('3c')
if row[56] == '1':
    revised_list.append('3d')
if row[57] == '1':
    revised_list.append('3e')
if row[58] == '1':
    revised_list.append('3f')
if row[59] == '1':
    revised_list.append('3g')
if row[60] == '1':
    revised_list.append('4a')
if row[61] == '1':
    revised_list.append('4b')
if row[62] == '1':
    revised_list.append('4c')
if row[63] == '1':
    revised_list.append('4d')
if row[64] == '1':
    revised_list.append('4e')
if row[65] == '1':
    revised_list.append('5a')
if row[66] == '1':
    revised_list.append('5b')
if row[67] == '1':
    revised_list.append('5c')
if row[68] == '1':
    revised_list.append('5d')
if row[69] == '1':
    revised_list.append('5e')
if row[70] == '1':
    revised_list.append('6a')
if row[71] == '1':
    revised_list.append('6b')
if row[72] == '1':
    revised_list.append('6c')
if row[73] == '1':
    revised_list.append('7a')
if row[74] == '1':
    revised_list.append('7b')
if row[75] == '1':
    revised_list.append('7c')
if row[76] == '1':
    revised_list.append('7d')
if row[77] == '1':
    revised_list.append('7e')
if row[78] == '1':
    revised_list.append('7f')
if row[79] == '1':
    revised_list.append('7g')
if row[80] == '1':
    revised_list.append('7h')
if row[81] == '1':
    revised_list.append('8a')
if row[82] == '1':
    revised_list.append('8b')
if row[83] == '1':
    revised_list.append('8c')
if row[84] == '1':
    revised_list.append('8d')
if row[85] == '1':
    revised_list.append('8e')
if row[86] == '1':
    revised_list.append('8f')
if row[87] == '1':
    revised_list.append('8g')
if row[88] == '1':
    revised_list.append('8h')
both = list(set(original_list) & set(revised_list))  # create a list of values that are in both lists
original_only = list(set(original_list) - set(revised_list))  # create a list of values that are only in the original list
revised_only = list(set(revised_list) - set(original_list))

create a list of values that are only in the revised list

# '|' join(original_list)
# '|' join(revised_list)
# '|' join(both)
# '|' join(original_only)
# '|' join(revised_only)

my_string = ','.join([row[0], '|' .join(original_list),
                      '|' .join(revised_list), '|' .join(both),
                      '|' .join(original_only),
                      '|' .join(revised_only)])

output_list.append(my_string)

with open('newsub.csv', 'w') as new_subcsv:
    new_subcsv.write('
'.join(output_list))
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Appendix E: Haiti Map

This map depicts the administrative boundaries of Haiti.
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Data Source: Harvard Haiti Earthquake Data Portal & ShareGeo Open
Coordinate System: SCS WGS 1984
Datum: WGS 1984
Units: Degree
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